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Abstract

Macromolecules in solution experience an additional mode of dissipation or friction

due to intramolecular interactions, over and above the solvent drag, which resists their

conformational reconfiguration. This additional mode of dissipation termed as “internal

friction” or “internal viscosity” (IV), has been known to significantly a↵ect the timescale

of protein folding, the mechanical response of macromolecules to stretching, and the

rheological properties of polymer solutions. Theoretical and computational investigations

into the dynamics of flexible polymer molecules routinely employ the bead-spring-chain

model, wherein the beads are massless centres of friction, and the springs model the

entropic elasticity of the polymer. This prototypical model may be extended to incorporate

the e↵ects of internal friction, by the inclusion of dashpots that provide a rate-dependent

restoring force, in parallel with the springs. In principle, the stochastic di↵erential

equations governing the motion of beads in this model can be derived using the principles

of polymer kinetic theory, and integrated numerically using Brownian dynamics (BD)

simulations. However, to date, an exact solution to the bead-spring-dashpot chain has

been available only for the case of a dumbbell, which represents two beads (Nb = 2)

connected by a spring. The key contributions of the thesis are: (a) elucidation and in

silico validation of an experimentally realisable protocol for the measurement of internal

friction; (b) the correct solution of a finitely extensible dumbbell model with internal

viscosity and hydrodynamic interactions (HI), in order to examine the e↵ect of HI on

the rheological response of models with IV; (c) formulation of an exact solution to the

bead-spring-dashpot chain model for the general case of Nb > 2 along with the derivation

of the appropriate stress tensor expression; and lastly, (d) establishing the importance

of fluctuations in the treatment of internal friction, by comparison of the exact solution

against a widely used theoretical framework that relies on a preaveraged approximation

of the internal friction force.

Key words: internal friction, internal viscosity, bead-spring-dashpot model, simple shear

flow, dilute polymer solution, fluctuations
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Chapter 1

Introduction

Conformational transitions in polymer molecules are impeded by solvent molecules, and

sometimes additionally by intramolecular interactions. The dissipation caused by the

latter are termed as internal friction or internal viscosity (IV) (Kuhn and Kuhn, 1945;

de Gennes, 1979; Manke and Williams, 1985; Ansari et al., 1992; Sagnella et al., 2000;

Hagen, 2010; Soranno et al., 2012), and examples of such dissipation include the damping

of protein folding (Ansari et al., 1992; Qiu and Hagen, 2004a; Cellmer et al., 2008;

Wensley et al., 2010; Samanta and Chakrabarti, 2013; Samanta et al., 2014; Samanta

and Chakrabarti, 2016; Soranno et al., 2017), the modulation of stretching transitions

in polysaccharides (Khatri et al., 2007), and the enhancement of dissipated work in the

stretch-relaxation of polymers (Murayama et al., 2007; Alexander-Katz et al., 2009;

Schulz et al., 2015a). The discontinuous jump in stress of polymer solutions upon

inception or cessation of flow (Liang and Mackay, 1993; Orr and Sridhar, 1996) has also

been attributed to internal friction. Given its wide-ranging impact, a careful investigation

of the consequences of the presence of internal friction is essential. We choose to study

this phenomenon using Brownian dynamics (BD) simulations of coarse-grained polymer

models. A brief review of the historical development of micromechanical models for the

treatment of internal friction is presented next, before identifying the main objectives of

this thesis and specifying the chapterwise organization of material.

The earliest models for polymer chains, proposed by Rouse (1953) and Zimm

(1956), modelled macromolecules as massless, phantom beads (which act as centres of

friction) connected together by entropic springs. These models, which do not incorporate

any internal mode of dissipation, or internal friction, are successful in qualitatively

describing several rheological properties of dilute polymer solutions, such as small

amplitude oscillatory material functions over a range of frequencies (Bird et al., 1987b;

Larson, 1988) and a non-zero first normal stress coe�cient in shear flow (Bird et al.,
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1987b). Refined models that account for the finite extensibility of the springs are also able

to predict the shear-rate dependence of viscometric functions (Wedgewood and Öttinger,

1988).

The Rouse and Zimm models predict that the dynamic viscosity of polymer

solutions, ⌘0 approaches the solvent viscosity, ⌘s, at high frequencies. However,

experiments studying the viscoelastic properties of polystyrene solutions (Lamb and

Matheson, 1964; Massa et al., 1971) reveal that in the high-frequency regime, ⌘0 plateaus

at a value higher than ⌘s. Polymer solutions have also been observed to exhibit a “jump”

in stress at the inception of flow (Mackay et al., 1992; Liang and Mackay, 1993), and

when flow is switched o↵. Such a jump was found to be higher than the contribution from

the Newtonian solvent. These observations have been predicted by rigid-rod models (Bird

et al., 1987b), but not by bead-spring or flexible polymer models extant at that time. The

bead-spring chain models described so far assume that the underlying polymer chain is

completely flexible at all time scales. In real polymer molecules, however, while the bond

angles are usually fixed, there is a distribution of torsional or dihedral angles, due to the

trans state being thermodynamically favorable compared to the gauche state. The two

states are, however, separated by an activation energy barrier, which sets a timescale for

the hopping between dihedral angle states (Rubinstein and Colby, 2003). Peterlin (1967)

and de Gennes (1979) argue that at timescales lower than this transition time, the polymer

appears to be frozen, and resists any change in its conformation, in the manner of an

“internal” friction. There exist molecular dynamics simulation studies which appear to

suggest that such transitions are the source of internal friction (de Sancho et al., 2014;

Echeverria et al., 2014).

As suggested by Manke and Williams (1985), if polymer chains are modeled at

the monomer level, by considering a full-description of the bond-lengths, bond-angles,

and the barriers separating the dihedral states, there would be no need for the concept

of internal viscosity. They argue that the necessity to include IV arises only because the

coarse-grained description of a polymer chain lumps together several monomer segments

into a “bead". In such a picture, a barrier to torsional angle rotation can no longer be

defined meaningfully. This is akin to solvent friction that only arises when the solvent

degrees of freedom are coarse-grained. To describe the forces acting between the beads

at this level of modeling, simple mechanical models have been used. The inclusion of

a dashpot (Kuhn and Kuhn, 1945; Booij and van Wiechen, 1970; Bird et al., 1987b), in

parallel with the spring connecting adjacent beads, provides a rate-dependent restoring

force to any change in the length of the connector vector joining the two beads, and has

been found to correctly capture (Manke and Williams, 1988, 1992; Dasbach et al., 1992;
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Hua and Schieber, 1995) short-timescale rheological phenomena such as stress jumps

and a high-frequency limiting value for the dynamic viscosity that is greater than the

solvent viscosity. Interestingly, Gerhardt and Manke (1994) showed subsequently that

the stress jump and the high-frequency plateau in dynamic viscosity are identically equal

to each other for linear viscoelastic fluids. The internal friction parameter, denoted by

', and defined as the ratio of the damping coe�cient of the dashpot to the bead friction

coe�cient, is a dimensionless ratio used for quantifying the relative magnitude of the

internal friction to the solvent friction.

The correct form of the expression to be used for the force in the connector vector

joining the two beads in models with internal viscosity was initially disputed, with

most researchers using the linearized rotational velocity (LRV) approximation proposed

by Cerf (1951) and Peterlin (1967). Subsequent analytical work by Williams and

coworkers (Manke and Williams, 1988; Dasbach et al., 1992) aimed at capturing the

stress jump in polymer solutions helped conclusively identify the correct form of the force

expression, which was identical to that suggested earlier by Kuhn and Kuhn (1945). The

semi-analytical approximation for the stress jump by Williams and coworkers is found to

agree with exact BD simulation results by Hua and Schieber (1995), but is di↵erent from

the LRV prediction. Furthermore, the LRV approximation predicts that the imaginary

component of the complex viscosity, ⌘00, vanishes at large values of internal friction

parameter (') for all frequencies. Dasbach et al. (1992) showed this prediction was

shown to be in stark contrast to their semi-analytical approximation which predicts a

limiting non-zero value for ⌘00 as ' ! 1. The LRV approximation for the treatment of

internal viscosity was therefore shown to be incorrect.

A comparison of experimental data on the reconfiguration time of proteins against

the predictions of several models of internal friction (Soranno et al., 2018) concludes

that it is not only di�cult to discriminate between the predictions made by the models but

also non-trivial to assign a single mechanism as the source of internal friction. There are

studies which argue that internal friction seems to stem from a collection of e↵ects which

includes, but is not limited to, dihedral angle rotations (de Sancho et al., 2014; Echeverria

et al., 2014), intramolecular interactions (Alexander-Katz et al., 2009), such as hydrodgen

bonds (Schulz et al., 2015a) and disulfide linkages (Ameseder et al., 2018), and a coupling

of the translational and rotational degrees of freedom to the dihedral angle (Daldrop et al.,

2018). While the microscopic origin of internal friction is manyfold (Khatri et al., 2007;

Murayama et al., 2007; Alexander-Katz et al., 2009; Schulz et al., 2015a; Echeverria

et al., 2014; de Sancho et al., 2014; Sashi et al., 2016; Jain et al., 2016; Ameseder et al.,

2018; Jas et al., 2001; Soranno et al., 2017), it has been broadly classified as being either
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of the wet or dry kind (Soranno et al., 2012; Hagen, 2010), depending whether its coupling

with the solvent viscosity is multiplicative (wet) or additive (dry). These two categories

are explained in brief below.

The transition of a protein from an unfolded to its native folded state is commonly

interpreted as a di↵usive search process over a rugged energy landscape (Onuchic

et al., 1997), and the internal friction associated with landscape roughness is typically

considered to be of the wet type (Wensley et al., 2010; Neupane et al., 2017). Such a

di↵usive motion over a corrugated energy landscape has also been examined in the context

of the movement of DNA-binding proteins along the DNA molecule (Yu et al., 2013). An

analytical solution for the di↵usion coe�cient in one dimension was derived by Zwanzig

(1988) who observed that the e↵ective friction �e↵, is related purely multiplicatively to

the solvent friction �s, as �e↵ = �s exp
h
(�/kBT )2

i
, where kB is Boltzmann’s constant, T is

the absolute temperature, and �2 is the variance of the heights of the normally distributed

undulations. Since �s ⇠ ⌘s, the e↵ective friction is higher than that expected due to

solvent friction alone, at any finite value of ⌘s. It is also clear that the internal friction

would vanish in the extrapolated limit of zero solvent viscosity (⌘s ! 0), which is a

characteristic feature of wet internal friction.

On the other hand, experimental measurements of the dependence of the

reconfiguration time of small proteins on ⌘s find a finite value in the extrapolated limit

of ⌘s ! 0, indicating the presence of a solvent-viscosity-independent resistance to

folding (Qiu and Hagen, 2004a; Cellmer et al., 2008; Soranno et al., 2012). Hagen (2010)

has proposed a heterogeneous reaction friction model with the unfolded and native states

separated by two consecutive barriers, one for each mode of friction, as an explanation

for the presence of dry internal friction.

One of the main objectives of this thesis is to propose an experimentally realizable

protocol that could be used for the measurement and distinction between these two types

of internal friction.

The other central goal is to computationally study the dynamics and rheological

response of polymer models with internal friction. Our approach to this objective is

rather markedly a↵ected by the level of coarse-graining, or the number of beads (Nb)

in the polymer model, that we choose. The reasoning is as follows. In the standard,

polymer kinetic theory (PKT)-based procedure (Bird et al., 1987b; Öttinger, 1996) for

the solution of bead-spring-chain models through Brownian dynamics simulations, the

equation of motion for the velocities of the connector vector that connects neighboring

beads is combined with an equation of continuity in probability space to obtain a

Fokker-Planck equation for the system, and the equivalent stochastic di↵erential equation
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is integrated numerically. The inclusion of internal viscosity, however, results in a

coupling of connector vector velocities and precludes a trivial application of the usual

procedure for all but the case of a dumbbell which has just a single connector vector.

The dumbbell model may therefore be solved, after considerable algebra, using the

conventional approach. For bead-spring-dashpot chains with more than two beads,

however, a methodology for the decoupling of connector vector velocities needs to be

formulated before the usual approach can be followed.

The simplicity o↵ered by the dumbbell model makes it an ideal platform to begin our

rheological investigations. While the e↵ect of fluctuations in hydrodynamic interactions

(HI) on the rheology of dilute polymer solutions is well documented (Larson, 2005;

Schroeder, 2018; Prakash, 2019), studies on models that simultaneously incorporate

fluctuating hydrodynamic interactions and internal viscosity are scarce (Hua and

Schieber, 1996), with the majority including hydrodynamic interactions in a pre-averaged

manner (Manke and Williams, 1992; Dasbach et al., 1992). We use Brownian dynamics

(BD) simulations to solve a dumbbell model which incorporates finite chain extensibility,

fluctuating internal friction and hydrodynamic interactions, in order to study the relative

roles played by internal friction and hydrodynamic interactions in determining the

dynamics of polymer molecules.

Williams and coworkers have developed a methodology to decouple the connector

vector velocities in a bead-spring-dashpot chain with more than two beads, and provide

semi-analytical approximate solutions to the stress jump (Manke and Williams, 1988)

and linear viscoelastic properties (Dasbach et al., 1992). We aim to expand the scope of

their decoupling methodology, and provide an exact solution to the bead-spring-dashpot

chain model with fluctuating internal friction that is valid both at equilibrium and in the

presence of a flow field.

A commonly used theoretical framework for interpreting the results of experiments

and simulations on biopolymers with internal viscosity is the Rouse model with internal

friction (RIF) (Khatri and McLeish, 2007), and its variants (Cheng et al., 2013; Samanta

et al., 2014; Samanta and Chakrabarti, 2016). While these models remain preferred due

to their analytical tractability, their accuracy, from a theoretical standpoint, has so far been

unquestioned. We aim to first establish a formal connection between the RIF model and

the bead-spring-dashpot model prevalent in the PKT literature, and then compare the RIF

model predictions for observables at equilibrium and in flow, against those obtained from

simulations on the exact model which incorporates fluctuations in the internal friction

force.
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This thesis is organized as follows. A brief description of the coarse-grained polymer

model used in this thesis, along with an explanation of the various bonded and non-

bonded interactions, is given in Chapter 2. The development and validation of a protocol

for the measurement of internal friction is described in Chapter 3. In Chapter 4, the

rheological consequences of internal friction and hydrodynamic interactions in a finitely

extensible dumbbell model are examined in detail. A methodology for obtaining the

exact set of governing equations for the bead-spring-dashpot chain model is developed in

Chapter 5, and the material functions for a Rouse chain with fluctuating internal friction

in simple and small amplitude oscillatory shear flow are presented. The importance of

fluctuations in the treatment of internal friction is assessed in Chapter 6, by comparing the

analytical predictions of the RIF model against results from simulations of an exact model

with fluctuating internal friction. The key contributions of the thesis are summarized in

Chapter 7, along with suggestions for future work.



Chapter 2

Materials and Methods

2.1 Model description
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Figure 2.1: Representation of a polymer chain as a sequence of beads connected by

spring-dashpots. The sti↵ness of each spring is H, and the damping coe�cient of each

dashpot is K.

We consider Nb massless beads, each of radius a, joined by N ⌘ (Nb � 1) springs,

and a dashpot of damping coe�cient K in parallel with each spring, as shown in Fig. 2.1.

Hookean springs are completely defined by their sti↵ness, H, whereas finitely extensible

springs with a nonlinear force law require the specification of additional parameters, as

discussed later in Section 2.1.2. The position of the ⌫th bead is denoted as r⌫, and the

7
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connector vector joining adjacent beads is represented as Q⌫�1 ⌘ r⌫ � r⌫�1. The centre-

of-mass of the chain is denoted by rc ⌘ (1/Nb)
PNb
⌫=1 r⌫. The chain, as shown in Fig. 2.1,

is suspended in a Newtonian solvent of viscosity ⌘s where the velocity uf at any location

rf in the fluid is given by uf(rf, t) ⌘ u0 + (t) · rf, where u0 is a constant vector, and the

transpose of the velocity gradient tensor is denoted as  ⌘ (ruf)T . The bead friction

coe�cient is defined as ⇣ B 6⇡⌘sa. The chain is assumed to have completely equilibrated

in momentum space, and its normalized configurational distribution function at any time

t is specified as  ⌘  �
r1, r2, ..., rNb , t

�
=  

�
rc,Q1,Q2, ...,QN , t

�
= (1/Z) exp

⇥��/kBT
⇤
,

where � ⌘ �S + �EV denotes the total intramolecular potential energy, which has

contributions from the springs joining the beads, �S, and the nonbonded interactions

due to excluded volume interactions, �EV. The total intramolecular potential energy

depends only on the internal coordinates of the chain {Qi}, and not on its centre-of-

mass, rc. The partition function which appears as the normalization constant is defined

as Z =
R

exp
⇥��/kBT

⇤
dQ1dQ2 . . . dQN . The expression for the internal viscosity

force, F
IV
k , in the kth connector vector may be written as F

IV
k = K

⇣
QkQk/Q2

k

⌘
· ~Q̇k�,

where ~. . .� denotes an average over momentum-space. The internal friction parameter,

' = K/⇣, is defined as the ratio of the dashpot’s damping coe�cient to the bead friction

coe�cient. The usage of ✏ = 2' as the internal friction parameter is also prevalent in

the literature. The characteristic length- and time-scales are defined to be lH ⌘
p

kBT/H,

and �H ⌘ ⇣/4H, respectively, and the scaled dimensionless quantities are denoted with an

asterisk as superscript.

Within the framework of polymer kinetic theory (Bird et al., 1987b), the Fokker-

Planck equation for the configurational distribution function is obtained by combining a

force-balance on the beads (or connector vectors) with a continuity equation in probability

space. The force-balance mandates that the sum of: (i) the internal friction force due

to the dashpot, (ii) the restoring force from the spring, (iii), the force due to excluded

volume interactions, (iv) the random Brownian force arising from collisions with solvent

molecules, (v) the hydrodynamic force responsible for the solvent-mediated propagation

of momentum on each bead, and (vi) external forces, if any, equals zero. It is convenient

to work with connector vectors, rather than bead positions. For the general case of

bead-spring-chain models with internal friction, excluded volume, and hydrodynamic

interaction e↵ects, the following equation has been derived in Prakash (1999) for the

momentum-averaged velocity of the kth connector vector

~Q̇k� =  · Qk �
1
⇣

NX

l=1

eAkl ·
 
kBT

@ ln 
@Ql

+
@�

@Ql
+ K

QlQl

Q
2
l

· ~Q̇l�
!

(2.1)
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where

Ãkl = Akl + ⇣
�
⌦k,l +⌦k+1,l+1 +⌦k,l+1 +⌦k+1,l

�
(2.2)

and Akl = Akl� where Akl are the elements of the Rouse matrix, given by

Akl =

8>>>>>>>>>>><
>>>>>>>>>>>:

2; k = l

�1; |k � l| = 1

0; otherwise

(2.3)

and⌦k,l represents the hydrodynamic interaction tensor discussed below. The equation of

motion for the connector vector velocity is then substituted into a continuity equation for

the configurational distribution function, given by

@ 

@t
= �

NX

j=1

@

@Q j
·
n
~Q̇ j� 

o
(2.4)

in order to obtain the Fokker-Planck equation and ultimately the set of governing

stochastic di↵erential equations, which are numerically integrated using Brownian

dynamics simulations. Note that for homogeneous flow profiles, the continuity equation

may be written solely in terms of the relative coordinates, Q j. Under such conditions,

the distribution function  
�
rc,Q1,Q2, ...QN , t

�
can be replaced by  

�
Q1,Q2, ...QN , t

�
. The

exact governing Fokker-Planck and stochastic di↵erential equations (SDE) are specific to

the system being studied, and have been presented in the di↵ferent chapters that follow

for the di↵erent problems that have been considered here.

A brief explanation about the bonded and non-bonded interactions that appear in

Eq (2.1) is given below.

2.1.1 Hydrodynamic interaction tensor

The general form of the hydrodynamic interaction tensor, ⌦µ⌫, is given by

⌦µ⌫ =
3a

4⇣ rµ⌫

(
A � +B

rµ⌫rµ⌫

r2
µ⌫

)
(2.5)

where rµ⌫ = r⌫ � rµ is the interbead separation and the coe�cients A and B, according

to the Rotne-Prager-Yamakawa (RPY) definition (Rotne and Prager, 1969; Yamakawa,

1971), are given by

A =

 
1 +

2a2

3r2
µ⌫

!
, B =

 
1 � 2a2

r2
µ⌫

!
for rµ⌫ � 2a

A =
rµ⌫
2a

 
8
3
�

3rµ⌫
4a

!
, B =

1
8

✓rµ⌫
a

◆2
for rµ⌫ < 2a

(2.6)
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where rµ⌫ = |rµ⌫|, and the hydrodynamic interaction parameter is defined to be, h⇤ =

a⇤/
p
⇡, with h⇤ = 0.0 denoting the free-draining case.

For the special case of dumbbells (Nb = 2), there exists an alternative means of

describing the hydrodynamic interaction e↵ects between the two beads, given by the

Regularized Oseen Burgers (ROB) expression (Zylka and Öttinger, 1989),

⌦ (Q) =
3a

4⇣ Q

(
A � +B

QQ

Q2

)
(2.7)

where ⌦ (Q) ⌘ ⌦12, Q ⌘ Q1 = r2 � r1,p̄ = 2a/
p

3, and

A =
Q6 + (7/2) p̄2Q4 + (9/2)p̄4Q2

�
Q2 + p̄2�3

B =
Q6 + (3/2) p̄2Q4 � (3/2)p̄4Q2

�
Q2 + p̄2�3

(2.8)

In Brownian dynamics simulations, the hydrodynamic interaction tensor must remain

positive-definite for all values of the interbead separation. It was found that this

regularization of the Oseen-Burgers expression for the HI tensor has a smooth dependence

on Q, is positive-definite for all values of Q, and agrees with the RPY tensor to order

Q�3 (Zylka and Öttinger, 1989).

2.1.2 Spring potential

The simplest form of the potential energy that is stored in a spring connecting

neighboring beads is the harmonic potential, which corresponds physically to an infinitely

extensible spring, and has the following mathematical representation:

�S
HK =

1
2

HQ2 (2.9)

For finitely extensible springs, with a maximum allowed length of Q0, given below are

two commonly used expressions for the spring potential

�S
FENE = �

1
2

HQ2
0 ln

h
1 � (Q/Q0)2

i
(2.10)

�S
MS =

HQ2
0

3

2
66664
 

Q
Q0

!2

+
1

2 (1 � Q/Q0)
� 1

2

 
Q
Q0

!377775 (2.11)

The quantity b = HQ2
0/kBT is taken to be the finite extensibility parameter.

The force-extension behavior of springs with the FENE potential (Warner, 1972)

is qualitatively similar to the inverse Langevin function, and is commonly used in BD

simulations (Hua and Schieber, 1995; Prabhakar and Prakash, 2006) due to its simpler

functional form.
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The elasticity of double-stranded DNA is known to be well approximated by the

Marko-Siggia spring potential (Marko and Siggia, 1995), and it is widely employed

to model the force-extension relationship in synthetic polymer molecules (Black et al.,

2017), as well as biopolymers (Latinwo et al., 2014; Raman et al., 2014; Sunthar and

Prakash, 2005; Sasmal et al., 2017).

At small values of the fractional extension, Q/Q0, both the FENE and the Marko-

Siggia potentials mimic the Hookean spring potential. At large values of the fractional

extension, the FENE and Marko-Siggia potentials diverge.

2.1.3 Excluded volume interactions

The excluded volume interactions between beads are modelled using the

Soddemann-Dünweg-Kremer (SDK) potential (Soddemann et al., 2001), whose

functional form is given by

�SDK(r)
kBT

=

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

4
"✓�s

r

◆12
�

✓�s

r

◆6
+

1
4

#
�e✏; r  21/6�s

e✏
2

2
66664cos

0
BBBB@m1

 
r
�s

!2

+ m2

1
CCCCA � 1

3
77775 ; 21/6�s  r  rcut

0; r � rcut

(2.12)

The minimum of the potential occurs at at r = 21/6�s, and the value of the potential

at this location is �SDK = �e✏ kBT . As seen from Eq. (2.12), the repulsive part of the

pair-potential is modeled after the Weeks-Chandler-Andersen (WCA) potential, while the

attractive part is constructed using a cosine function which smoothly approaches zero at

the cut-o↵ distance, rcut. A detailed comparison of the SDK potential with the Lennard-

Jones and the WCA potential has been performed recently (Santra et al., 2019). The

parameter values for m1 and m2 depend on the choice of rcut. They have been refined

by Santra et al. (2019) in comparison to the values in the paper by Soddemann et al.

(2001) in order to be more applicable to BD simulations. Setting e✏ = 0 in Eq. (2.12)

leads to purely repulsive inter-bead interactions, and corresponds to the athermal limit of

solvent quality. Increasing the value of e✏ beyond zero results in a decrease in the solvent

quality. A special feature of the SDK potential (Santra et al., 2019) is that modifying the

value of e✏ allows one to tune the attractive interactions selectively, without a↵ecting the

repulsive branch of the pair-potential. This is in stark contrast to the more commonly used

Lennard-Jones (LJ) potential for which changing the well-depth a↵ects both the attractive

and the repulsive branches. Furthermore, the exact truncation of the SDK potential at

the cuto↵ distance results in an increased computational e�ciency (Soddemann et al.,
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2001) in comparison to the LJ potential whose long attractive tail approaches zero only

asymptotically, at large inter-bead separations.

2.1.4 Flow profile and material functions

The flow tensor, , for simple shear flow has the following form

 ⌘ ⇤ ��1
H = �̇

0
BBBBBBBBBBBBB@

0 1 0

0 0 0

0 0 0

1
CCCCCCCCCCCCCA

(2.13)

and is characterized by the following viscometric functions

⌘p = �
⌧p,xy

�̇

 1 = �
"
⌧p,xx � ⌧p,yy

�̇2

#

 2 = �
"
⌧p,yy � ⌧p,zz

�̇2

#
(2.14)

where ⌧p,xy refers to the xy element of the stress tensor, and ⌘p,  1, and  2 denote the

shear viscosity, the first normal stress coe�cient, and the second normal stress coe�cient,

respectively. In the time dependent period before steady state is reached, in accord with

conventional notation, the transient viscometric functions are denoted by ⌘+p ,  +1 , and  +2 .

For small-amplitude oscillatory shear flow, we have

 = �̇0 cos(!t)

0
BBBBBBBBBBBBB@

0 1 0

0 0 0

0 0 0

1
CCCCCCCCCCCCCA

(2.15)

The material functions relevant to this flow profile, ⌘0(!) and ⌘00(!), are given by

� ⌧p,xy = ⌘
0(!)�̇0 cos(!t) + ⌘00(!)�̇0 sin(!t) (2.16)

Where appropriate, the viscometric functions have either been scaled by their respective

Rouse chain values, ⌘R and  R
1 , in steady shear flow, given by (Bird et al., 1987b)

⌘R = npkBT�H

"
N2

b � 1
3

#
(2.17)

 R
1 = 2npkBT�2

H

"
(N2

b � 1)(2N2
b + 7)

45

#
(2.18)
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or by the Rouse values of the real and imaginary portions of the complex viscosity given

by (Bird et al., 1987b)

�
⌘0

�R
= npkBT

NX

j=1

� j

1 +
⇣
� j!

⌘2 (2.19)

�
⌘00

�R
= npkBT

NX

j=1

�2
j!

1 +
⇣
� j!

⌘2 (2.20)

where � j = 2�H/aj, and aj = 4 sin2 ⇥
j⇡/2Nb

⇤
are the eigenvalues of the Rouse matrix.

Note that the dynamic viscosity, ⌘0, has the solvent viscosity contribution subtracted o↵

and the convention is followed throughout this document, wherever data for ⌘0 has been

reported. Where appropriate, shear rates and angular frequencies are scaled using �p ⌘⇣
⌘R/npkBT

⌘
, which is the characteristic relaxation time defined using the Rouse viscosity.

In this chapter, we have described the bead-spring-dashpot chain model and the

various bonded and non-bonded interactions commonly considered in the theoretical

study of such models. The cases considered in the subsequent chapters contain various

combinations of the interactions described in the present chapter. Chapter 3 represents a

special case which considers coarse-grained models whose terminal beads are subjected

to external trapping potentials, and the relevant equations for these external potentials are

presented in the next chapter.





Chapter 3

Wet and dry internal friction can be
measured with the Jarzynski equality

3.1 Introduction
The existence of two types of internal friction—wet and dry—has been briefly discussed

in Chapter 1, where it was pointed out that the classification is made depending upon

if the internal friction couples multiplicatively (wet) or additively (dry) with the solvent

friction. A brief overview of the extant approaches for the experimental quantification of

internal friction is provided below, followed by a description of our proposed protocol for

its measurement.

The dynamics of protein reconfiguration is commonly quantified experimentally by

tagging the molecule with fluorescent donor-acceptor pairs along their contour length,

and extracting a characteristic reconfiguration time from the autocorrelation of the

fluorescence signal (Soranno et al., 2017, 2018). In order to isolate the e↵ects of

the solvent and internal friction on the dynamics of the molecule, reconfiguration time

measurements are first performed at various values of the solvent viscosity (Qiu and

Hagen, 2004a; Pabit et al., 2004; Cellmer et al., 2008; Hagen, 2010), followed by a linear

extrapolation of these measurements to extract a characteristic timescale in the limit of

zero solvent viscosity (⌘s ! 0). This timescale is taken to represent the resistances to

protein reconfiguration that are solely intramolecular in origin, and independent of the

solvent viscosity, and is the commonly accepted operational definition for dry internal

friction (Qiu and Hagen, 2004a; Avdoshenko et al., 2017; Soranno et al., 2017). This

metric, however, does not provide a direct quantitative measure of the internal friction

coe�cient. The definition also does not apply to the case of wet internal friction (Soranno

15
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et al., 2012; Hagen, 2010), which has a finite contribution at non-zero values of the solvent

viscosity, but vanishes in the extrapolated limit of ⌘s ! 0.

Advancements in single-molecule-force spectroscopy have enabled an accurate

estimation of the conformational di↵usion coe�cient of small biomolecules hopping

between native and unfolded states (Chung and Eaton, 2013; Chung et al., 2015;

Neupane et al., 2016, 2018), and an e↵ective friction coe�cient could be calculated,

in principle, from these di↵usivity measurements. For example, the conformational

di↵usion coe�cient of single DNA hairpins (Neupane et al., 2017) is found to depend

significantly on the relative number of adenine-thymine (A:T) and cytosine-guanine (C:G)

base-pair contacts, with a higher C:G content correlated to an increased di↵usion constant.

This di↵erence has been suggested to originate from di↵ering barriers to dihedral angle

rotation, and consequently di↵ering values of internal friction, for the A:T and G:C

contact formation process. Such measurements, however, would not determine if the

internal friction were of the wet or the dry type unless they were performed at multiple

solvent viscosities, followed by extrapolation to the limit ⌘s ! 0. There is clearly a need

for a protocol that can directly estimate the internal friction coe�cient and distinguish

between the two types.

Stretch-relaxation experiments on condensed DNA globules by Murayama et al.

(2007) have found that the work dissipated in the process is about an order of magnitude

higher than the solvent friction contribution estimated from slender-body hydrodynamics,

and the internal friction coe�cient is estimated to be ⇡ 10�7 kg/s by ignoring the solvent

contribution altogether. Netz and coworkers (Alexander-Katz et al., 2009; Schulz et al.,

2015a) have proposed a protocol in which the work required to stretch a macromolecule

is separated into two parts: reversible free energy increase due to the extension of the

molecule, and irreversible work required to overcome rate-dependent restoring forces

arising from solvent and internal friction. Within this framework, they show that the

average dissipated work in the simulated stretching of polypeptides (Schulz et al., 2015a),

in the limit of ⌘s ! 0, scales with the number of intramolecular hydrogen bonds, which

are considered to be responsible for internal friction. The internal friction coe�cient

estimated from these simulations is ⇡ 10�10 kg/s. The dissipative signature of internal

friction therefore appears to be a viable alternative for its quantification.

Jarzynski (1997) derived, in his landmark communication, a recipe for the

estimation of the free-energy di↵erence, �A, for a microscopic system transitioning from

an initial state to a final state at a finite rate. The work done in a single realization of

this transition is denoted as W, and is a stochastic quantity due to thermal fluctuations.

The work statistics are related to the free energy di↵erence by the Jarzynski equality (JE)
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given by

⌦
exp [�W/kBT ]

↵
= exp [��A/kBT ] ;

hWdisi = hWi � �A
(3.1)

where the h...i in Eq. (3.1) represents an average with respect to the probability distribution

of work values. This equality has since been experimentally validated (Liphardt et al.,

2002) by measuring the free-energy di↵erence of a single RNA molecule stretched by

holding one end of the molecule stationary using a force-measuring optical trap and

pulling at the other end using a micropippette.

Here we propose a novel application of the Jarzynski equality (Jarzynski, 1997,

2007) and show that by focussing on measuring the dissipation associated with stretching

a macromolecule rather than on obtaining the free-energy di↵erence, a quantitative

measure of the internal friction can be obtained. The JE has been routinely employed for

reconstructing the free energy landscape of biomolecules from experiments (Harris et al.,

2007; Gupta et al., 2011) and simulations (Hummer and Szabo, 2010; Hodges et al.,

2016), while dissipation has largely been ignored (except for estimating the accuracy

of the free-energy di↵erence (Ritort et al., 2002; Jarzynski, 2006; Yunger Halpern

and Jarzynski, 2016)). In the proposed protocol, multiple realizations of the pulling

experiment are performed and the JE is used to extract both the free-energy di↵erence

and the average dissipated work at finite pulling rates. Prior studies (Murayama et al.,

2007; Alexander-Katz et al., 2009; Schulz et al., 2015a) estimate �A from the work

done in the quasi-static limit (Callen, 1985) and calculate hWdisi at finite pulling rates

by subtracting �A from the total work done, rather than estimating both components of

work simultaneously, as is done here.

In essence, the proposed protocol consists of calculating hWdisi at fixed values of

both the pulling velocity v and distance d over which the molecule is stretched, but at

various values of ⌘s. The value in the limit ⌘s ! 0, hWdisi⌘s! 0, is then obtained by

extrapolation. By repeating this process for a number of values of v and plotting the ratio

hWdisi⌘s! 0 /d as a function of v, the internal friction coe�cient can be determined from

the slope of the linear region at su�ciently small velocities. Clearly, dry internal friction

corresponds to cases where hWdisi⌘s! 0 is non-zero, while wet friction is indicated when it

is zero. In the latter case, the protocol measures the enhancement in friction at any finite

value of ⌘s.

The validity of the proposed protocol is established for both types of internal friction

using coarse-grained polymer models. Additionally, since hydrodynamic interactions

(HI) are known to a↵ect the dynamic response of polymers (Prabhakar and Prakash, 2002;
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Sunthar and Prakash, 2005; Larson, 2005; Schroeder, 2018; Prakash, 2019), the e↵ect of

HI on dissipated work is also examined.

For dry internal friction, a spring-dashpot model (Kuhn and Kuhn, 1945; Manke and

Williams, 1985; Khatri and McLeish, 2007; Samanta and Chakrabarti, 2016) is considered

where the molecule is represented as massless beads connected by a spring and dashpot

in parallel with each other. The spring accounts for entropic elasticity, while dissipative

e↵ects due to internal friction are captured by the dashpot (Bird et al., 1987b). The drag

on the beads is responsible for solvent friction. By its very construction, this model

describes dry internal friction, as the dashpot contributes to dissipation even in the limit of

⌘s ! 0. Within this framework, two examples are considered. In the first case, the work

distribution for a free-draining Hookean spring-dashpot model subjected to constant-

velocity pulling is analytically calculated. In the second case, pulling simulations on

a nonlinear-spring-dashpot model with fluctuating HI are performed using Brownian

dynamics (BD). In both these cases, it is demonstrated that the internal friction coe�cient

estimated from hWdisi in the limit ⌘s ! 0 is identical to the damping coe�cient of

the dashpot, which is a model input parameter, thereby establishing the validity of the

proposed protocol. It is also shown that HI does not a↵ect hWdisi.
For wet internal friction, a bead-spring chain with cohesive interactions between

the beads is considered. A similar model was used by Netz and coworkers (Alexander-

Katz et al., 2009) to compare simulated values of internal friction with experimental

data on force-induced unraveling of collapsed DNA (Murayama et al., 2007). By using

Zwanzig’s interpretation (Zwanzig, 1988) to estimate energy landscape roughness due to

cohesive interactions, they implicitly assume wet internal friction. Using our protocol, it

is established directly that the internal friction due to cohesive interactions in this coarse-

grained polymer model is wet in nature. Further, it is observed that while HI reduces the

total resistance to pulling, the enhancement in the friction coe�cient remains una↵ected.

The rest of the chapter is organized as follows. In Sec. 3.2, analytical calculations

and Brownian dynamics simulations on a spring-dashpot model are presented. Sec. 3.3

covers the application of the protocol to pulling simulations on a single polymer chain

with cohesive interactions between the beads. A discussion of the results and concluding

remarks are provided in Sec. 3.4.

3.2 Dry internal friction
The work statistics of Rouse chains tethered at one end and subjected to various finite-rate

pulling protocols at the other are analytically calculable (Speck and Seifert, 2004, 2005;
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Dhar, 2005; Varghese et al., 2013) owing to the equilibrium configurational distribution

function of such chains being a Gaussian. Since the inclusion of internal friction does

not a↵ect the configurational distribution of bead positions at equilibrium, we choose the

simplest model with internal friction, which is essentially a one-dimensional Hookean

spring-dashpot subjected to pulling [in Sec. 3.2.1], as the starting point of our e↵orts at

validating the protocol presented in this chapter for the estimation of the internal friction

coe�cient. In Sec. 3.2.2, the more general case of a three-dimensional non-linear spring-

dashpot with hydrodynamic interactions is considered which does not admit an analytical

solution and is therefore solved numerically.

3.2.1 One-dimensional free draining Hookean spring-dashpot

The simple analytically tractable dumbbell model is shown in Fig. 3.1, with one

bead, at r1, fixed at the origin (r1 = 0), and the other bead, at r2, connected to a bead at �

which is indicative of the cantilever of an atomic force microscope (AFM), or the location

of the optical trap. The dumbbell is suspended in an incompressible, Newtonian solvent of

viscosity ⌘s. The bead radius is taken to be a, and its associated friction co-e�cient given

by ⇣ = 6⇡⌘sa. The bead at � is manipulated using a pre-determined protocol, given by

� = �(t). The derivation presented here holds for arbitrary time-dependent manipulations

of the free end of the polymer model, but in this section and for the rest of the chapter, we

focus attention on the constant-velocity pulling protocol commonly encountered in single-

molecule force spectroscopy (Harris et al., 2007; Gupta et al., 2011). All the springs

considered in the present model are Hookean: the spring in parallel with the dashpot has a

spring constant of H, whereas the spring connecting the spring-dashpot setup to the driven

bead has a spring constant of c2H, where c2 is an arbitrary positive constant. The damping

coe�cient of the dashpot is denoted by K. It is evident that the only degree-of-freedom in

the system is r2, which is allowed to execute stochastic motion. The Hamiltonian of the

system is then written as

H = H
2

r2
2 +

c2H
2

⇥
r2 � �(t)

⇤2 (3.2)

We now present the steps for obtaining a governing equation for the motion of the bead

at r2. As described in Chapter 2, the Fokker-Planck equation for the configurational

distribution function  (r2, t) can be derived by combining a force balance on the beads

with an equation of continuity in probability space (Bird et al., 1987b). The force balance

essentially states that the (i) the internal friction force due to the dashpot, (ii) the restoring

force due to the finitely extensible spring, (iii) external forces (like the force due to the

optical traps, in the present case), (iv) the random Brownian force due to bombardment by
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Figure 3.1: Schematic of a one-dimensional polymer model subjected to pulling. (a) A

cartoon depicting a single polymer strand that is tethered to a surface at one end, and

attached to a bead at the other end. The bead is under the influence of an optical tweezer

whose position is varied in time according to a deterministic protocol. (b) Representation

of the polymer as a single-mode spring-dashpot, connected to a bead that is manipulated

by a predetermined protocol, �(t). Internal friction is modeled using the dashpot, whose

damping coe�cient is K. The Hookean spring constant associated with the spring of the

polymer is H, and that associated with the trap is c2H.

solvent molecules, and (v) the hydrodynamic force responsible for the solvent-mediated

propagation of momentum on each bead, must sum up to zero. The force balance over the

free bead may then be written as

0 = �⇣~ṙ2� �
@H
@r2
� K~ṙ2� � kBT

 
@ ln  
@r2

!
(3.3)

Upon simplification,

⇣~ṙ2� = � (c2 + 1) Hr2 + c2H�(t) � K~ṙ2� � kBT
 
@ ln  
@r2

!
(3.4)

Grouping together the terms containing ~ṙ2�, and defining % ⌘ ⇥
1 + (K/⇣)

⇤
= (1 + '),

~ṙ2� = �
(c2 + 1) H

⇣%
r2 +

c2H
⇣%

�(t) � kBT
⇣%

 
@ ln  
@r2

!
(3.5)

The equation of continuity for the probability density,  (r2, t), is written as

@ 

@t
= � @

@r2

 
~ṙ2� 

!
(3.6)
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Substituting the expression for ~ṙ2� from Eq. (3.5) into Eq. (3.6), one obtains

@ 

@t
= � @

@r2

("
� (c2 + 1) H

⇣%
r2 +

c2H
⇣%

�(t)
#
 

)
+

1
2

 
2kBT
⇣%

!
@2 

@r2
2

(3.7)

The stochastic di↵erential equation corresponding to Eq. (3.7) is given by (Öttinger, 1996)

dr2 =

"
� (c2 + 1) H

⇣%
r2 +

c2H
⇣%

�(t)
#

dt +

s
2kBT
⇣%

dWt (3.8)

where Wt represents a Wiener process, and has dimensions of [time]1/2. Eq. (3.8) can be

recast in the Langevin form as

dr2

dt
= � (c2 + 1) H

⇣%
r2 +

c2H
⇣%

�(t) +

s
2kBT
⇣%

fB(t) (3.9)

where h fB(t)i = 0 and h fB(t) fB(t0)i = �(t � t0), and fB(t) has dimensions of [time]�1/2.

For ease of algebra, it is convenient to work with non-dimensional variables until the

need for dimensional variables arises. Setting f ⇤B(t⇤) = fB(t)
p
�H, where

D
f ⇤B(t⇤)

E
= 0 and

D
f ⇤B(t⇤) f ⇤B(t⇤1)

E
= �(t⇤ � t⇤1), the variables in Eq. (3.9) are cast into their dimensionless form

as,

 
lH

�H

!
dr⇤2
dt⇤
= � (c2 + 1) H

⇣%
r⇤2 lH +

c2H
⇣%

�⇤(t⇤)lH +

s
2kBT
⇣%

 
f ⇤B(t⇤)
p
�H

!
(3.10)

Multiplying Eq. (3.10) throughout by (�H/lH), and simplifying, the dimensionless

Langevin equation is

dr⇤2
dt⇤
= � (c2 + 1) H

4%
r⇤2 +

c2�⇤(t⇤)
4%

+
1
%

r
%

2
f ⇤B(t⇤) (3.11)

which may be rewritten as

dr⇤2
dt⇤
= �

E r⇤2
%
+

c2 �⇤(t⇤)
4%

+
1
%
⇠(t⇤) (3.12)

where E = [(c2 + 1) /4], and the noise term, ⇠(t⇤), obeys h⇠(t⇤)i = 0 and

⌦
⇠(t⇤)⇠(t⇤1)

↵
=
%

2
�(t⇤ � t⇤1) (3.13)

The solution to Eq. (3.12) is given by

r⇤2(t⇤) = r⇤2(0)G(t⇤) +
1
%

Z t⇤

0
dt⇤1G

�
t⇤ � t⇤1

�
 
c2�⇤(t⇤1)

4
+ ⇠(t⇤1)

!
(3.14)

where G(t⇤) = e�Et⇤/%.
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The work done during one realization of the pulling performed in the interval [0, ⌧]

is (Hodges et al., 2016; Chaki and Chakrabarti, 2018)

W =
Z ⌧

0

@H
@t

dt =
Z ⌧

0

@H
@�

�̇ dt

=

Z ⌧

0
c2 H (�(t) � r2) �̇(t) dt

= kBT
"
c2

Z ⌧⇤

0

�
�⇤(t⇤) � r⇤2

�
�̇⇤(t⇤) dt⇤

#
(3.15)

and the dimensionless work, W⇤ = W/kBT , is then

W⇤ =
c2

2

h
�2⇤ (⌧⇤) � �2⇤ (0)

i
� c2

Z ⌧⇤

0
dt⇤�̇⇤(t⇤) r⇤2 (3.16)

Upon substituting the expression for r⇤2 from Eq. (3.14) into Eq. (3.16), one obtains

W⇤ =
c2

2

h
�2⇤ (⌧⇤) � �2⇤ (0)

i
� c2

Z ⌧⇤

0
dt⇤�̇⇤(t⇤)

 
r⇤2(0)G(t⇤) +

c2

4%

Z t⇤

0
dt⇤1G

�
t⇤ � t⇤1

�
�⇤(t⇤1)

+
1
%

Z t⇤

0
dt⇤1G

�
t⇤ � t⇤1

�
⇠(t⇤1)

!

(3.17)

It is clear that the distribution of W⇤ ought also be Gaussian, since W⇤ is linear in r⇤2(0)

and ⇠(t⇤), both of which are Gaussian variables. It therefore su�ces to evaluate the mean

and variance of W⇤ in order to completely determine the distribution. There is only one

bead that is allowed to move freely in this problem, and as a result, the dimensionless

free-energy, A⇤ = � lnZ⇤, can be obtained once the dimensionless partition function, Z⇤

is known.

The dimensionless partition function of the system can be derived to be,

Z⇤ ⌘
Z +1

�1
exp

"
� H

kBT

#
dr⇤2 =

s
2⇡

(c2 + 1)
exp

 
� c2�⇤2

2 (c2 + 1)

!
(3.18)

and the dimensionless free-energy, A⇤ = � lnZ⇤, is then simply

A⇤ (�⇤) =
"

c2

2(c2 + 1)

#
�2⇤, (3.19)

after ignoring constant prefactors. The probability distribution function for the position

of the bead is given by

 ⇤
�
r⇤2

� ⌘ 1
Z⇤ exp

"
� H

kBT

#
=

 
c2 + 1

2⇡

!1/2

exp

8>><
>>:�

1
2

(c2 + 1)
"
r⇤2 �

 
c2�⇤

c2 + 1

!#2
9>>=
>>; (3.20)
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and the moments of the distribution are

⌦
r⇤2

↵
=

c2�⇤

c2 + 1
(3.21)

D�
r⇤2 �

⌦
r⇤2

↵�2
E
=

1
c2 + 1

(3.22)

The expression for the average work is obtained by taking an ensemble average of

Eq. (3.17),

hW⇤i = c2

2

h
�2⇤ (⌧⇤) � �2⇤ (0)

i
� c2

Z ⌧⇤

0
dt⇤�̇⇤(t⇤)

"
G(t⇤)

⌦
r⇤2(0)

↵
+

c2

4%

Z t⇤

0
dt⇤1G

�
t⇤ � t⇤1

�
�⇤(t⇤1)

#

(3.23)

Substituting Eq. (3.21) into the second term on the RHS of Eq. (3.23),

hW⇤i = c2

2

h
�2⇤ (⌧⇤) � �2⇤ (0)

i
�

c2
2

c2 + 1
�⇤(0)

Z ⌧⇤

0
dt⇤�̇⇤(t⇤)G(t⇤)

�
c2

2

4%

Z ⌧⇤

0
dt⇤�̇⇤(t⇤)

Z t⇤

0
dt⇤1G

�
t⇤ � t⇤1

�
�⇤(t⇤1)

(3.24)

The underlined term is simplified as

Z t⇤

0
dt⇤1G

�
t⇤ � t⇤1

�
�⇤(t⇤1) =

Z t⇤

0
dt⇤1 exp

2
6666664�

E
⇣
t⇤ � t⇤1

⌘

%

3
7777775 �
⇤(t⇤1)

=

Z t⇤

0
dt⇤1�

⇤(t⇤1)
d

dt⇤1

0
BBBBBB@%E�1 exp

2
6666664�

E
⇣
t⇤ � t⇤1

⌘

%

3
7777775

1
CCCCCCA

(3.25)

Integrating expression on the RHS of Eq. (3.25) by parts,

Z t⇤

0
dt⇤1G

�
t⇤ � t⇤1

�
�⇤(t⇤1) =

"
�⇤(t⇤1)%E�1 exp

2
6666664�

E
⇣
t⇤ � t⇤1

⌘

%

3
7777775

#t⇤

0

�
Z t⇤

0
dt⇤1�̇

⇤(t⇤1)%E�1 exp

2
6666664�

E
⇣
t⇤ � t⇤1

⌘

%

3
7777775

(3.26)

one obtains,
Z t⇤

0
dt⇤1G

�
t⇤ � t⇤1

�
�⇤(t⇤1) =

h
�⇤(t⇤)%E�1

i
�

"
�⇤ (0) %E�1 exp

"
�Et⇤

%

##

�
Z t⇤

0
dt⇤1�̇

⇤(t⇤1)%E�1 exp

2
6666664�

E
⇣
t⇤ � t⇤1

⌘

%

3
7777775

(3.27)

which can then be written as
Z t⇤

0
dt⇤1G

�
t⇤ � t⇤1

�
�⇤(t⇤1) = %E�1

(
�⇤(t⇤) � �⇤ (0) G (t⇤) �

Z t⇤

0
dt⇤1�̇

⇤(t⇤1)G
�
t⇤ � t⇤1

�
)

(3.28)



24 Wet and dry internal friction can be measured with the Jarzynski equality

Substituting Eq. (3.28) into Eq. (3.24) and simplifying,

hW⇤i = c2

2

h
�2⇤ (⌧⇤) � �2⇤ (0)

i
�

c2
2

c2 + 1
�⇤(0)

Z ⌧⇤

0
dt⇤�̇⇤(t⇤)G(t⇤) �

c2
2

c2 + 1

Z ⌧⇤

0
dt⇤�̇⇤(t⇤)�⇤(t⇤)

(3.29)

+
c2

2

c2 + 1
�⇤(0)

Z ⌧⇤

0
dt⇤�̇⇤(t⇤)G(t⇤) +

c2
2

c2 + 1

Z ⌧⇤

0
dt⇤

Z t⇤

0
dt⇤1�̇

⇤(t⇤)G
�
t⇤ � t⇤1

�
�̇⇤(t⇤1)

one obtains

hW⇤i =
 

c2

2 (c2 + 1)

! h
�2⇤ (⌧⇤) � �2⇤ (0)

i
+

c2
2

c2 + 1

Z ⌧⇤

0
dt⇤

Z t⇤

0
dt⇤1�̇

⇤(t⇤)G
�
t⇤ � t⇤1

�
�̇⇤(t⇤1)

(3.30)

Recognizing that the first term on the RHS of Eq. (3.30) is the free-energy di↵erence,

�A⇤ ⌘ A⇤
⇥
�⇤(⌧⇤)

⇤ � A⇤
⇥
�⇤(0)

⇤
, with A given by Eq. (3.19), the expression for the average

work can be rewritten as

hW⇤i = �A⇤ +
c2

2

c2 + 1

Z ⌧⇤

0
dt⇤

Z t⇤

0
dt⇤1

h
�̇⇤(t⇤)G

�
t⇤ � t⇤1

�
�̇⇤(t⇤1)

i
(3.31)

Using Eqs. (3.17) and (3.23), the variance of the work distribution, �2 =
D
(W⇤ � hW⇤i)2

E
, is written as,

�2 = c2
2

Z ⌧⇤

0
dt⇤

Z ⌧⇤

0
dt⇤1�̇

⇤(t⇤)G(t⇤)
hD�

r⇤2(0) � ⌦
r⇤2(0)

↵�2
Ei

G(t⇤1)�̇⇤(t⇤1) (3.32)

+
c2

2

%2

Z ⌧⇤

0
dt⇤1

Z t⇤1

0
det⇤1

Z ⌧⇤

0
dt⇤2

Z t⇤2

0
det⇤2�̇

⇤(t⇤1)G(t⇤1 �et⇤1)
D
⇠(et⇤1)⇠(et⇤2)

E
�̇⇤(t⇤2)G(t⇤2 �et⇤2),

Eqs. (3.22) and (3.13) can be used to simplify the underlined terms in Eq. (3.32), and we

obtain,

�2 =
c2

2

c1 + 1

Z ⌧⇤

0
dt⇤

Z ⌧⇤

0
dt⇤1 �̇
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+
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⌘
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Subsequent integration overet⇤1 in the second integral yields

�2 =
c2

2

c2 + 1

Z ⌧⇤

0
dt⇤

Z ⌧⇤

0
dt⇤1�̇
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+
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0
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⇤(t⇤1)�̇⇤(t⇤2)G(t⇤1 �et⇤2)G(t⇤2 �et⇤2)

(3.34)

The following identity
Z t⇤2

0
det⇤2 G(t⇤1 �et⇤2)G(t⇤2 �et⇤2) =

 
2%

c2 + 1

! "
G(t⇤1 � t⇤2) �G(t⇤1)G(t⇤2)

#
(3.35)
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can be used used to simplify the second term on the RHS of Eq. (3.34), resulting in the

following expression for the variance of the work distribution

�2 =
2c2

2

(c2 + 1)

Z ⌧⇤

0
dt⇤

Z t⇤

0
dt⇤1�̇

⇤(t⇤)G(t⇤ � t⇤1)�̇⇤(t⇤1) (3.36)

From Eqs. (3.31) and (3.36), it is readily seen that

hW⇤i = �A⇤ +
�2

2
(3.37)

and the average dissipated work is given by

⌦
W⇤

dis
↵ ⌘ hW⇤i � �A⇤ =

�2

2
(3.38)

It follows that the probability distribution of work is given by

P⇤(W⇤) =
1

p
2⇡�2

exp
"
� (W⇤ � hW⇤i)2

2�2

#
(3.39)

The quantities hW⇤i , �A⇤, and
D
W⇤

dis

E
have been calculated analytically without explicit

recourse to the Jarzynski equality. This is a consequence of the governing equation being

linear in the position variable and the noise term, resulting in a Gaussian distribution of

the work trajectories. The Jarzynski’s equality is satisfied trivially for such systems, since

⌦
exp (�W⇤)

↵
=

Z +1

�1
exp (�W⇤) P⇤(W⇤)dW⇤

= exp (��A⇤) (3.40)

which has also been reported previously (Jarzynski, 1997; Speck and Seifert, 2004).

The development so far is applicable to any arbitrary pulling protocol, �⇤(t⇤). The

particular value of the average dissipation is dependent on the protocol used to transition

the system between its initial and final states. We now consider the special case of constant

velocity pulling. Within this framework, �⇤(t⇤) = �(i)⇤ + (d⇤t⇤/⌧⇤), implying that the last

bead is moved across a distance d⇤ over a time ⌧⇤, with a dimensionless pulling velocity

given by �̇⇤(t⇤) = v⇤ = d⇤/⌧⇤. �(i)⇤ and �(f)⇤ represent the position of the last bead at t⇤ = 0

and t⇤ = ⌧⇤ respectively. Under this protocol, the free energy di↵erence, �A⇤, is given by

�A⇤ =
c2

2 (c2 + 1)

⇣
�⇤(f)

⌘2
�

⇣
�⇤(i)

⌘2
�
, (3.41)

and the average dissipated work can be evaluated to be

⌦
W⇤

dis
↵
= 4

 
c2

c2 + 1

!2

% v⇤d⇤ + 16
 

c2
2

(c2 + 1)3

!
%2v⇤2

"
exp

 
� (c2 + 1)d⇤

4v⇤%

!
� 1

#
(3.42)
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It is now appropriate to obtain the expression for the average dissipated work in the

limit of zero solvent friction. Since the solvent friction is absorbed into the definition

of the timescale, it is first necessary to convert all quantities in Eq. (3.42) to their

dimensional form, before taking the limit. Using the non-dimensionalization scheme

discussed previously in Chapter 2, we obtain

hWidis =

 
c2

c2 + 1

!2

(⇣ + K) vd +
c2

2

(c2 + 1)3

(⇣ + K)2 v2

H

"
exp

 
�H (c2 + 1) d

(⇣ + K) v

!
� 1

#
(3.43)

In the extrapolated limit of zero solvent friction, ⇣ ! 0 by definition of the bead-friction

coe�cient. Upon taking this limit in Eq. (3.43),

hWidis, ⌘s!0 =

 
c2

c2 + 1

!2

Kvd +
c2

2

(c2 + 1)3

K2v2

H

"
exp

 
�H (c2 + 1) d

Kv

!
� 1

#
(3.44)

In the limit of high pulling trap sti↵ness (c2 � 1), the second term on the RHS of

Eq. (3.44) vanishes, and the parenthesized prefactor in the first term asymptotically tends

to unity, leading to

hWidis, ⌘s!0

d
= Kv, (3.45)

Clearly, the proposed protocol for determining the internal friction coe�cient based on

the Jarzynski equality recovers the damping coe�cient K, establishing its validity in the

case of the simple analytical model considered here.

3.2.2 Non-linear spring-dashpot with hydrodynamic interactions

Model description

In the more general case, a dumbbell model with fluctuating internal friction and

hydrodynamic interactions is considered, as shown in Fig. 3.2 (a). The beads, each of

radius a, are joined by a spring, with maximum stretchability Q0 and a Hookean spring

constant H, in parallel with a dashpot of damping coe�cient K. The entropic elasticity

in the dumbbell is described by the Marko-Siggia potential, as given in Equation (2.11)

in Chapter 2. The positions of the two beads are r1 and r2, the connector vector joining

the two beads is denoted by Q ⌘ r2 � r1, and the position of the centre of mass by

rc ⌘ (1/2) (r1 + r2). Note that while the bead co-ordinates are allowed to sample the

entirety of the three-dimensional coordinate space, the pulling is restricted to the x-

axis alone. An alternative protocol in which the pulling direction is also in general

three-dimensional space can be implemented, but this would not alter the analysis and

arguments presented here. The positions of the two beads can be manipulated using
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Figure 3.2: Schematic of the proposed simulation/experiment. (a) Schematic diagram

of the coarse-grained polymer model entrapped between two optical tweezers. The

spring connecting the two beads is finitely extensible, upto a length Q0. Internal friction

is modelled using the dashpot, whose damping coe�cient is K. The Hookean spring

constant associated with the spring is H. The strengths of the two traps, modelled as

Harmonic potential wells, are H1 = c1H and H2 = c2H. (b) The one-dimensional pulling

protocol : the position of the first trap is taken to be the origin, and remains stationary

throughout the experiment. The second trap is moved from its initial position, �(i)
2x to

its final position, �(f)
2x, over a time-interval ⌧, stretching the spring-dashpot setup in the

process. The di↵erence between the initial and the final positions of the mobile trap is d,

and the velocity of pulling is vx.
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optical traps, modelled here as harmonic potential wells. The trap sti↵nesses are denoted

by H1 = c1H, and H2 = c2H (in units of the dumbbell spring constant), and the co-

ordinates of the minimum of the wells are represented by �1 and �2, respectively. A

temperature of T = 300 K is considered in all our simulations, as a matter of convenience.

The viscosity of the solvent at this temperature is taken to be ⌘s,0 = 0.001 kg/m s, which

is close to the viscosity of water at room temperature. In this protocol, values of solvent

viscosity which are multiples of ⌘s,0 will be considered.

In Fig. 3.2 (b), the pulling protocol employed in this study is depicted. Without any

loss of generality, �1 is chosen as the origin of our frame of reference. In all pulling

simulations throughout this work, the first trap is held stationary, and the second trap is

moved from its initial position, �(i)
2 ⌘ (�(i)

2x, 0, 0), to its final position, �(f)
2 ⌘ (�(f)

2x, 0, 0).

The notation “�(i)
2x ! �(f)

2x” represents such a pulling event. The stretching distance is

denoted by d ⌘
h
�(f)

2x � �
(i)
2x

i
, the time interval for stretching by ⌧, and the pulling velocity

by u ⌘ (vx, 0, 0), where vx = d/⌧.

In the more general case, the Hamiltonian,H , of the system for any value of the trap

position, �2, is given by

H = �S
MS(Q) +

H1

2
r

2
1 +

H2

2
�
r2 � �2

�2 (3.46)

where �S
MS(Q) represents the potential energy in the Marko-Siggia spring as given by

Eq. 2.11 of Chapter 2. The generalized Jarzynski work corresponding to the pulling

protocol discussed above is, in this case, given by

W =
Z ⌧

0

 
@H
@�2

!
· u dt (3.47)

where u = d�2/dt. The average dissipation associated with the stretching process is

calculated using Jarzynski’s equality as shown in Eq. (3.1).

Governing equations

The dumbbell model described in Figure 3.2 is suspended in a fluid where the velocity

field at any location rf is given by uf(r, t) ⌘ u0 + (t) · rf, where u0 is a constant vector, and

 ⌘ (ruf)T is the transpose of the velocity gradient tensor. In the present work, both u0
and  are set to 0 as the pulling experiments are simulated in a quiescent fluid. However,

these terms have been included in the governing equations for the sake of generality. The

configurational distribution function,  (Q, rc, t), denotes the probability of finding the

centre-of-mass of the dumbbell at a position between rc and rc + drc, with an extension

that lies between Q and Q + dQ, at any time t.
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The force balance on the beads can be solved to obtain the following equations of

motion for the position vectors of the beads

~ṙ1� =
"
� � ✏�

✏� + 2
QQ

Q2

#
·
 
u0 +  · r1 �

1
⇣
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@r1
� kBT

⇣
(� � ⇣⌦) · @ ln 

@r1

+
✏

2
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Q2 · ~ṙ2� �
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�
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�
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�
!

(3.48)

and

~ṙ2� =
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⇣

�
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�
r1 � �1

�
!

(3.49)

where ⌦ is the hydrodynamic interaction tensor, defined using the Rotne-Prager-

Yamakawa (RPY) expression as described in Section 2.1.1 of Chapter 2. The quantity

� that appears in Eqs. (3.48) and (3.49) is defined as

� = 1 � h
Q

(A +B) (3.50)

where A and B take the form given in Eq. (2.6) of Chapter 2. Using r1 = rc �
(1/2)Q ; r2 = rc + (1/2)Q, and the chain-rule for partial di↵erentiation to operate on

@ /@r1 and @ /@r2, leads to,
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(3.51)
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+
✏

2
QQ
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⇣

 
rc +

1
2

Q � �2

!

By adding and subtracting Eqs. (3.51) and (3.52) suitably, we obtain

~ṙc� = u0 +  · rc �
kBT
2⇣

(� + ⇣⌦) · @ ln 
@rc

� 1
2⇣

(� + ⇣⌦) · X (3.53)
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~Q̇� =
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where

X = rc (H2 + H1) + Q

✓H2 � H1

2

◆
� �

H2�2 + H1�1
�

and

Y = rc (H2 � H1) + Q

✓H2 + H1

2

◆
� �

H2�2 � H1�1
�

and both X and Y have dimensions of force.

The equation of continuity in terms of rc and Q is given by (Bird et al., 1987b),
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(3.55)

Substituting Eqs. (3.53) and (3.54) into the above expression leads to the Fokker-Planck

equation that governs the configurational distribution function  (Q, rc, t),

@ 

@t
= � @

@rc
·
("
u0 +  · rc �

1
2⇣

(� + ⇣⌦) · X
#
 

)
+

kBT
2⇣

@

@rc
· (� + ⇣⌦) · @ 

@rc

� @

@Q
·
(""
� � ✏�

✏� + 1
QQ

Q2

#
·
 
 · Q � 2

⇣
(� � ⇣⌦) ·

@�S
MS

@Q
� 1
⇣

(� � ⇣⌦) · Y
!#
 

)

+
2kBT
⇣

@

@Q
·
" 
� � ✏�

✏� + 1
QQ

Q2

!
· (� � ⇣⌦)

#
· @ 
@Q

(3.56)

We define the following dimensionless quantities,

t⇤ =
t
�H

; Q
⇤ =

Q

lH
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Q2
0
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X
p

kBT H
(3.57)

In terms of these non-dimensional variables, the Fokker-Planck equation assumes the

following form,
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3.2 Dry internal friction 31

Note that �⇤ and � are both dimensionless. However,

�⇤ = 1 � ↵̄

Q⇤
(A ⇤ +B⇤) (3.59)

where A ⇤ and B⇤ can be obtained by recasting all the dimensional quantities in Eq. (2.6)

into their non-dimensionalized form, and ↵̄ is given by ↵̄ = (3/4)
p
⇡h⇤, where h⇤ =

a/
⇣p
⇡lH

⌘
is the hydrodynamic interaction parameter.

Invoking the identity given in Equation D.38 of Appendix D, we may write the

second and fourth terms on the right-hand-side of Eq. (3.58) in a way that renders the

Fokker-Planck equation amenable to Itô’s interpretation.

Since ⌦ (Q⇤) is independent of r
⇤
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the Fokker-Planck equation can be rewritten as follows,
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where

g1 =
↵̄B⇤Q⇤ + ✏(Q⇤ �A ⇤↵̄)[Q⇤ � ↵̄(A ⇤ + B⇤)]
(Q⇤ �A ⇤↵̄) {Q⇤ + ✏[Q⇤ � ↵̄(A ⇤ +B⇤)]} (3.62)
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The Fokker-Planck equation (Eq. (3.61)) can be written in the following compact form,
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where the definitions of the quantities e,ee, g and eg are clear by comparison of

Eqs. (3.61) and (3.63).

It is convenient to define a collective variable, c, which is a six-element vector

containing the Cartesian components of both r
⇤
c and Q

⇤. Similarly, a six-element vector j

can be defined, containing the components of e and g, along with the definition of a 2 ⇥ 2

block matrix D, whose o↵-diagonal elements are 0, and the diagonal elements are the

matricesee and eg (each of size 3 ⇥ 3). With these definitions, the Fokker-Planck equation

in Eq. (3.63) can be written as
@ ⇤
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= � @
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·
n
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o
+

1
2
@
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@

@c
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The stochastic di↵erential equation (SDE) corresponding to Eq. (3.64) can be

obtained using the Itô interpretation, as

dc = jdt⇤ +B · dW
⇤
t (3.65)

where W
⇤
t is a Wiener process and B · BT = D. The SDE (Eq. (3.65)) is solved using a

semi-implicit predictor-corrector scheme (Öttinger, 1996), as discussed in the following

subsection.

Solver details

With reference to Eq. (3.64),D is a 6 ⇥ 6 matrix, and its square root, B j, at any time t⇤j is

found using Cholesky decomposition (Press et al., 2007). Although Eq. (3.65) is written

in terms of the collective variable c, the equation for r
⇤
c is solved purely explicitly, whereas

the equation in Q
⇤ is solved by treating only the spring force term implicitly. For the sake

of clarity, the predictor and corrector equations for r
⇤
c and Q

⇤ are presented separately. It

is useful to define another six-element vector, �S j, as

�S j = B j · �W j (3.66)

where W j is a vector of six independent Wiener processes, each of mean zero and variance

�t⇤j . The first three elements of �S j, denoted by �S
(rc)
j , contain the noise contribution to

r
⇤
c, and the next three elements, denoted by �S

(Q)
j , contribute to the noise in Q

⇤. In the

following discussion, Eqs. (3.67)—(3.74) are in their dimensionless form, but the asterisk

has been dropped from these equations for the sake of notational simplicity.

Predictor step

erc

⇣
t j+1

⌘
= rc(t j) +

h
u0 + (t j) · rc(t j) � Xa(t j)

i
�t j + �S

(rc)
j (3.67)

eQ
⇣
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⌘
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"
(t j) · Q(t j) �
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�t j + �S

(Q)
j (3.68)

where

Xa(t j) =
1
8

⇣
� + ⇣⌦(Q j)

⌘
· X

⇣
Q j, rc(t j)

⌘

Ya(t j) =
1
4

 
� �

✏�(t j)
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·
⇣
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(3.69)
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and the notations Q j and Q(t j) have been used interchangeably to refer to the same

quantity.

Corrector step

rc(t j+1) = erc

⇣
t j+1

⌘
+

1
2

h
(t j+1) · erc

⇣
t j+1

⌘
� (t j) · rc

⇣
t j

⌘
� eXa(t j+1) + Xa(t j)

i
�t j (3.70)
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1 +
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0
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(3.71)

where

eXa(t j+1) =
1
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By setting the length of the vector on the RHS of Eq. (3.71) to be dR, and the length

of Q(t j+1) to be dQ, the following cubic equation is obtained:

V3 �V2
"
3(3� + 4 + 2 |)

2(2� + 3)

#
+V

"
3(1 + � + 2 |)

2� + 3

#
� 3 |

2� + 3
= 0 (3.73)

where

� =

0
BBBBB@

e�(t j+1)

✏e�(t j+1) + 1

1
CCCCCA
�t j

4
; V =

dQp
b

; | =
dRp

b
(3.74)

Eq. (3.73) has three roots—two complex and one real—and the real root is obtained

using the Newton-Raphson scheme (Press et al., 2007). Note that the equations are

solved in their dimensionless form, and the dimensional quantities are obtained by a

suitable multiplication with the scaling factors, as explained in the discussion surrounding

Eq. (3.57).
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Simulation details

To begin with, the initial values of Q
⇤ and r

⇤
c are picked from a Gaussian distribution

of zero mean and unit variance. With the first trap held at the origin, and the second at

�(i)⇤
2 = (�(i)⇤

2x , 0, 0), the dumbbell is equilibrated for a duration of fifty-five dimensionless

times. Equilibration is ascertained by checking that
D
Q⇤2

E
has reached a steady value with

respect to time. Then, the pulling is commenced (at t⇤ = 0), by varying the position of

the second trap linearly, as �⇤2x = �
(i)⇤
2x + v

⇤
xt⇤, till t⇤ = ⌧⇤. The window [0, ⌧⇤] is uniformly

divided into Nt intervals, such that �t⇤j ⌘ t⇤j � t⇤j�1 = ⌧
⇤/Nt, where j = 1, 2, ..., (Nt + 1).

The dimensionless equivalent of the work done by the mobile trap during one

realization of the pulling event is calculated using a simple rectangular quadrature as

follows,

W⇤ = c2

NtX

j=1

�
�⇤2x � r⇤2x

�
j v
⇤
x�t⇤j (3.75)

where the subscript j on the first term indicates that it is evaluated at time, t⇤j , and r⇤2x

refers to the x-coordinate of the position of the dumbbell bead subjected to pulling. For

representative values of the molecular and control parameters, which are discussed in

more detail in the next subsection, the average dissipated work is computed using the

time-step widths �t⇤ =
n
10�5, 10�4, 10�3

o
. The values of the average work calculated at all

the time-steps concur within statistical error bars of the simulation, and the largest of the

three time-step widths, i.e; �t⇤ = 1 ⇥ 10�3, is used for all the cases where c2 = 1000. For

c2 = 100, �t⇤ = 1 ⇥ 10�2 is found to su�ce, whereas c2 = 10000 requires �t⇤ = 1 ⇥ 10�4.

The choice of the time-step width is also a↵ected by the values of the internal friction and

the finite extensibility parameter as higher values of these parameters necessitate the use

of smaller time-steps.

The protocol proposed here involves pulling the molecule over a pre-determined

distance at the same dimensional velocity but di↵erent solvent viscosities. In this context,

it is essential to note that the timescale varies linearly with the solvent viscosity, �H / ⌘s.

In order to maintain the same dimensional pulling time (⌧ = ⌧⇤�H) across simulations

with di↵ering solvent viscosity, the dimensionless pulling time (⌧⇤) is scaled by 1/⌘s as

the solvent viscosity is increased.

Code validation for pulling simulations on the dumbbell model

The total Hamiltonian of the dumbbell and trap system is written as

H⇤ ⌘ H
kBT
= �⇤SMS +

c1

2
�
r
⇤
1 � �⇤1

�2
+

c2

2
�
r
⇤
2 � �⇤2

�2 (3.76)
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Table 3.1: Parameter values for the two representative cases for which the free energy

di↵erences are evaluated using Jarzynski’s equality and numerical integration.

Parameter sets

1 2

b 50 80

c1 20 15

c2 1 15

�⇤1 (0, 0, 0) (0, 0, 0)

�(i)⇤
2 (1, 0, 0) (4, 0, 0)

�(f)⇤
2 (3, 0, 0) (5, 0, 0)

The expression forH⇤ can be rewritten in terms of Q
⇤ and r

⇤
c as,

H⇤ = b
3

2
6666664
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(3.77)

The steady-state configurational distribution function can be written as

 ⇤(Q⇤, r⇤c) =
1
Z exp[�H⇤] (3.78)

whereZ is the partition function of the system, given by

Z =
Z Z

exp[�H⇤]dr
⇤
cdQ

⇤ (3.79)

Substituiting the definition of H⇤ from Eq. (3.77) into Eq. (3.79) yields the following

equation,

Z =
Z "Z

exp

�c

�
r
⇤
c · r⇤c

� � m
�
r
⇤
c · l

��
dr
⇤
c

#
exp [{] dQ

⇤ (3.80)

where

c =
c1 + c2

2
; m = 1 ; l = �
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(3.81)
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The inner integral in Eq. (3.80) can be evaluated using the following identity (Bird et al.,

1987b) for Gaussian integrals,
Z

exp
⇥�c (u · u) � m (u · j)

⇤
du =

✓⇡
c

◆3/2
exp

"
m2

4c
( j · j)

#
(3.82)

resulting in

Z =
 

2⇡
c1 + c2

!3/2 Z
exp

"
l · l
4c
+ {

#
dQ
⇤ (3.83)

Upon simplification, one obtains

Z =
 

2⇡
c1 + c2

!3/2 Z
exp

n
�k

⇥
Q
⇤ � s

⇤⇤2 � �⇤SMS

o
dQ
⇤ (3.84)

where k = (c1c2)/2(c1 + c2), and s
⇤ = �⇤2 � �⇤1. The integral in Eq. (3.84) can be

evaluated by converting to spherical co-ordinates, recognising that Q⇤x = Q⇤ sin ✓ cos �,

Q⇤y = Q⇤ sin ✓ sin �, Q⇤z = Q⇤ cos ✓. Therefore,
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(3.85)

The integral in Eq. (3.85) does not have an analytically closed-form solution, and

is evaluated numerically using MATLAB. The free-energy di↵erence in going from the

initial state to the final state is then given by,

�A⇤num = ln
2
666664
Z(�⇤2 = �

⇤(i)
2 )

Z(�⇤2 = �
⇤(f)
2 )

3
777775 (3.86)

where the subscript ‘num’ indicates that the free energy di↵erence has been calculated

numerically.

Figure 3.3 shows a comparison between the free energy di↵erence obtained from

Brownian dynamics simulations of Nens = 1 ⇥ 105 trajectories using Jarzynski’s equality,

and that obtained from Eq. (3.86), for the two parameter sets indicated in Table 3.1. The

data in Fig. 3.3 are presented in tabular format in Table 3.2, where it is observed that the

average dissipation, and the error in the estimated free-energy di↵erence, increases with

an increase in the pulling velocity. This is because at higher values of the dissipation,

the work distribution is broadened [as explained later in Figure 3.6], and a larger number

of trajectories are required to accurately estimate the free-energy di↵erence from the rare

realizations that occur near the tail of the work distribution.
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Table 3.2: A comparison of the free-energy di↵erences calculated using numerical

integration [Eq. (3.86)], and BD simulations using Jarzynski’s equality [Eq. (3.1)], over

Nens = 1 ⇥ 105 trajectories. Simulation data reported for freely-draining dumbbells

with no internal friction [h⇤ = 0.0, ✏ = 0.0]. The error is quantified as, % error =

100 ⇥
�����A⇤ � �A⇤num

�
/�A⇤num

���.

Parameter set 1 : �A⇤num = 2.11504

v⇤ �A⇤ % error
D
W⇤

dis

E

0.001 2.1151 ± 0.0002 0.0006 0.0017 ± 0.0003

0.005 2.1149 ± 0.0004 0.008 0.0084 ± 0.0006

0.01 2.1147 ± 0.0006 0.02 0.0169 ± 0.008

0.02 2.1144 ± 0.0008 0.03 0.033 ± 0.001

0.05 2.116 ± 0.001 0.04 0.081 ± 0.002

0.1 2.114 ± 0.002 0.06 0.155 ± 0.003

0.2 2.116 ± 0.003 0.05 0.281 ± 0.004

0.5 2.116 ± 0.004 0.04 0.508 ± 0.005

1.0 2.115 ± 0.005 0.01 0.673 ± 0.006

Parameter set 2 : �A⇤num = 5.55479

v⇤ �A⇤ % error
D
W⇤

dis

E

0.001 5.5551 ± 0.0002 0.005 0.0031 ± 0.0004

0.005 5.5559 ± 0.0006 0.02 0.0156 ± 0.0008

0.01 5.5546 ± 0.0008 0.003 0.031 ± 0.001

0.02 5.553 ± 0.001 0.02 0.063 ± 0.002

0.05 5.554 ± 0.002 0.01 0.155 ± 0.003

0.1 5.551 ± 0.003 0.07 0.306 ± 0.004

0.2 5.549 ± 0.005 0.08 0.593 ± 0.006

0.5 5.54 ± 0.01 0.26 1.38 ± 0.01

1.0 5.50 ± 0.03 0.95 2.42 ± 0.03
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Figure 3.3: Validation of the code for pulling a single-mode spring-dashpot. Comparison

of the numerically calculated free energy di↵erences (indicated by horizontal lines)

against that calculated using the JE, for two di↵erent parameter sets shown in Table 3.1.

Molecular and control parameters

The parameters used in the present work are broadly classified into molecular and control

parameters. Molecular parameters pertain to the polymer that is being stretched, whereas

control parameters are set by the experiments or the simulations used in the study of

stretching the molecule.

The choice of molecular parameters is based on the �-phage DNA (48.5 kbp) used

in Murayama et al.’s (Murayama et al., 2007) work, which has a contour length, Lc,

of 16.5 µm, and Kuhn segment length, bK, of approximately 88 nm. In order to model

this molecule as a dumbbell, the model parameters, b, and lH, are chosen such that the

contour length and the radius of gyration of the model and the DNA molecule are the

same. Following the procedure for parameter selection described in detail in Sunthar and

Prakash (2005), we obtain b = 811.25 and lH = 580.95 nm. We round down both these

values, and use b = 800 and lH = 500 nm as the parameters to model �-phage DNA.
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The Hookean spring constant of the model, H, is then found using

H =
kBT
l2
H

=
4.142 pN nm
(500)2 (nm)2 = 1.657 ⇥ 10�5 pN/nm

The choice of the bead radius, a, is motivated by Alexander-Katz et al.’s (2009)

work, where it is suggested that the monomeric radius may be taken as the persistence

length of the molecule. We choose a = 30 nm, which is identical to the choice made

by Alexander-Katz et al. (2009) for comparing the results of BD simulations against

experiments on DNA.

Other values of b and lH, of the same order-of-magnitude as obtained for the �-phage

DNA case, have been used in this study and in addition to a = 30 nm, bead radii of 80 nm

and 100 nm have also been used.

Fig. 3.4 provides a snapshot of the x-y projection of the positions of an ensemble

of beads of the dumbbell, obtained after an equilibration of fifty-five dimensionless

times at the initial trap positions �⇤1 = (0, 0, 0) , �(i)⇤
2 = (5, 0, 0) and final trap states

�⇤1 = (0, 0, 0) , �(f)⇤
2 = (7, 0, 0), as a function of the optical trap sti↵ness. It is clearly

seen that the strength of the trap (c1 or c2) determines its ability to confine the bead near

the position of its minimum. Since it is intended to hold the position of the first bead fixed

at the origin, a trap strength of c1 = 1000 is used throughout our simulations.

In Figs. 3.5, the e↵ect of the mobile trap sti↵ness (c2) on the dissipation is shown for

a fixed value of the stationary trap sti↵ness, for freely-draining dumbbells. In Fig. 3.5 (a),

the average dissipation as the dumbbell is pulled at a constant velocity and a fixed pulled

distance, is plotted as a function of the mobile trap sti↵ness. It is seen that the dissipation

reaches a plateau at c2 ⇡ 100. This behavior is in agreement with the dissipation

calculated for the analytical model [Eq. (3.42)], which reaches ⇠ 98% of its asymptotic

value at c2 ⇡ 100. In all our simulations, we set c1 = c2 = 1000 (unless specified

otherwise), in order to operate in a regime where the dissipation is independent of the trap

sti↵ness.

In Fig. 3.5 (b), the average dissipation is plotted as a function of the pulling velocity,

over the same fixed distance, for three di↵erent values of the mobile trap sti↵ness. At

lower values of the trap sti↵ness, the dissipation grows linearly before scaling sub-linearly

with the velocity. The onset of the non-linear regime is pushed to higher velocities as

the trap sti↵ness is increased. In the asymptotic limit of high trap sti↵ness, the non-

linear regime vanishes, and a linear scaling of the dissipation with the pulling velocity

is observed for over two orders of magnitude in the velocity. There is a good agreement

between the trends predicted by the simple analytical model using a Hookean spring-

dashpot discussed in Sec. 3.2.1 and BD simulations on a model with a nonlinear force
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Figure 3.4: Trap sti↵ness determines the distribution of bead positions. An x�y projection

of the equilibrated positions of the beads, for an ensemble of free-draining dumbbells

(Nens = 1 ⇥ 104), for di↵erent values of the trap sti↵ness. From left to right, the

solid vertical line, the dash-dotted vertical line, and the dashed vertical line represent

the positions of the first trap (�⇤1), the initial position of the second trap (�(i)⇤
2 ), and the

final position of the second trap (�(f)⇤
2 ), respectively. From left to right, data points in

cyan, close to the solid vertical line, correspond to the positions of the first bead with the

corresponding trap at the origin, those in blue denote the positions of the second bead

when the trap position is at �(i)
2 = (5 lH, 0, 0), and those in red represent the positions of

the second bead when the trap is located at �(f)
2 = (7 lH, 0, 0). The data sets have been

shifted vertically for clarity, and the o↵sets for each of the shifted cases are indicated in

the figure.

law. Remarkably, the e↵ect of the non-linear force law is more perceptible at lower

trap sti↵nesses, vanishing as the mobile trap sti↵ness is increased, until a quantitative

agreement is obtained between the simulation and the analytical results.

The Marko-Siggia force expression is linear at low values of the extension of the

molecule, and diverges as the fractional extension approaches unity. For initial extensions

in the linear regime of the force-extension profile, a trap sti↵ness of c2 = 1000 is su�cient

to make the bead track the position of the trap, as shown in Fig. 3.4. Higher trap sti↵nesses

are found to be required for operating in the non-linear regime of the force-extension

curve.
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(a) (b)

Figure 3.5: Comparison of the average dissipation from BD simulations against analytical

results. Plots of the average dissipation for the pulling protocol 5 lH ! 7 lH, as a function

of (a) mobile trap sti↵ness, for a fixed value of the pulling velocity, v⇤ = 0.02, and (b)

pulling velocity, at three di↵erent values of the mobile trap sti↵ness. The lines indicate

analytical value of the average dissipation for a freely draining Hookean spring-dashpot

[Eq. (3.42)] plotted for the parameter values indicated in the figure. The symbols are

results from BD simulations on a freely draining spring-dashpot with Marko-Siggia force

law, and b = 800.

The Jarzynski equality is strictly exact only in the limit of an infinite number of work

trajectories, Nens ! 1. In applications of the JE, the number of trajectories required to

accurately recover the free-energy di↵erence increases with average dissipated work in

the process, as discussed in Ritort et al. (2002); Jarzynski (2006); Yunger Halpern and

Jarzynski (2016).

In Figs. 3.6, the e↵ect of internal friction and pulling velocity on the probability

distribution of the work trajectories is plotted for freely-draining dumbbells. The vertical

green lines in the figures indicate the free-energy di↵erence, �A⇤, obtained by taking an

error-weighted mean of the values of the free energy di↵erence obtained at dimensionless

pulling velocities v⇤  0.02. Interestingly the work-distributions are normally distributed,

as seen by the good agreement between the histogram data and the Gaussian fit. That it

is so, despite the equations of motion for the system being non-linear, is an observation

previously made by Speck and Seifert (2004). The Gaussianity of the distribution is

attributed to the slow rate of the driving protocol (1/⌧) with respect to the molecular
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(a)

(b)

Figure 3.6: Pulling velocity and internal friction broaden the the probability density of

work. Probability densities of the work done over 105 realizations of the pulling protocol,

for: (a) a fixed value of the internal friction parameter, and three di↵erent values of the

pulling velocity, and (b) a fixed pulling velocity, and three di↵erent values of the internal

friction parameter. The green vertical line represents the free-energy di↵erence obtained

by taking an error-weighted mean of the values of the free energy di↵erence obtained at

pulling velocities v⇤  0.02 using Jarzynski’s equality. The solid lines are Gaussian fits to

the data.
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Figure 3.7: Dissipation dictates ensemble size for the application of Jarzynski’s equality.

Free energy di↵erence as a function of pulling velocity, for a representative case. Inset

shows the empirically chosen ensemble size as a function of the average dissipated

work. The numbers next to the data points indicate the corresponding values of the

dimensionless pulling velocity. Trap sti↵ness used is c1 = c2 = 1000.

relaxation rate (1/�H). For all the data-sets plotted in Figs. 3.6, the driving rate is at least

five times slower than the molecular relaxation rate.

From Fig. 3.6 (a), it is seen that increasing the pulling velocity at a fixed value of

the internal friction parameter increases the average dissipated work, and the width of

the distribution. An identical trend is observed in Fig. 3.6 (b), where an increase in the

internal friction parameter at a fixed pulling velocity causes the work distribution to shift

rightwards, and results in an increased dissipation. Thus, the dissipation in our model

is directly correlated with the pulling velocity, and the internal friction in the system.

Under such conditions of high dissipation, the estimates for �A are dominated by rare

realizations that occur near the tail of the work distribution, necessitating the use of a

larger number of trajectories to obtain an accurate estimate of the free energy di↵erence.

In Fig. 3.7, we illustrate the above point using an alternative representation. Without

prior knowledge of the ensemble size required for the simulations, an initial guess of
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Table 3.3: Typically observed lower and upper bounds on optical tweezer parameters.

Parameter Lower bound Upper bound

Trap sti↵ness (pN/nm) 0.0002 [ Black et al. (2017)] 0.9 [ Gupta et al. (2011)]

Pulling velocity (nm/s) 10 [ Gupta et al. (2011)] 13560 [ Trepagnier et al. (2004)]

Stretching distance (nm) 10 [ Gupta et al. (2011)] 8000 [ Murayama et al. (2007)]

Nens = 1⇥104 was chosen. The green horizontal line represents the free-energy di↵erence

obtained by taking an error-weighted mean of the values of the free energy di↵erence

obtained at pulling velocities v⇤  0.02 using Jarzynski’s equality. An ensemble size of

Nens = 1⇥104 is su�cient for an accurate estimation of the free energy di↵erence at lower

velocities (dissipation), but is found to become inadequate at v⇤ � 0.04. Upon increasing

the ensemble size for the higher velocity cases empirically, the accuracy of the estimated

free energy di↵erence improves. The ensemble size is plotted as a function of the average

dissipated work in the inset of Fig. 3.7, which shows that the choice of the pulling velocity

and the ensemble size are mutually related.

In Fig. 3.8, the average dissipated work (scaled by the thermal energy kBT )

calculated for a variety of molecular and control parameters is plotted against the

magnitude of the dimensionless pulling velocity, v⇤. It is seen that the average dissipated

work varies linearly over the entire range of the pulling velocity, v⇤ = 0.001 � 0.1. The

velocity range in dimensional units would depend on the molecular parameters.

The experimental feasibility of the proposed protocol can be discussed in the context

of the molecular parameters used for the dataset represented by filled circles in Fig. 3.8.

For these set of parameters, the pulling velocities explored in Fig. 3.8 vary from v =

29.3 nm/s (v⇤ = 0.001) to v = 2.93 µm/s (v⇤ = 0.1). The molecule is stretched over a

distance of 1µm. The sti↵ness of this molecule is H = 1.657 ⇥ 10�5 pN/nm. In order

to operate in a regime where the dissipated work is independent of the trap strength, as

discussed earlier, the sti↵ness of the trap must be at least a hundred times that of the

molecule, which implies Htrap,min = 1.657 ⇥ 10�3 pN/nm.

In Table 3.3, based on a survey of the literature, the range of trap sti↵nesses,

pulling velocities, and stretching distances typically accessible by optical tweezers is

given. Additionally, the position and force resolution limits of optical traps are inversely

correlated: sti↵er traps improve the spatial resolution but also introduce large fluctuations

in the measured force. A rough estimate of these resolution limits may be obtained using
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Figure 3.8: Average dissipated work as a function of the dimensionless pulling velocity,

for various molecular and control parameters. Except when mentioned otherwise, an

ensemble size of Nens = 1⇥104 is used for all the data points. Symbols indicating datasets

with fluctuating hydrodynamic interactions have been enlarged for the sake of clarity. The

boxed region indicates the regime of operation for the simulation results reported in this

section.

the equipartition theorem, as explained in Smith et al. (2007); Neuman and Nagy (2008).

Most commercial optical tweezer setups are equipped with filtering mechanisms that aid

in improving the precision in the measurements, by reducing the resolution limits (Gupta

et al., 2011). A detailed discussion of the resolution o↵ered by optical tweezers can be

found in Smith et al. (2007) and Neuman and Nagy (2008).

From Table 3.3, it is clear that the values of v, d, and Htrap,min for the representative

case lie well within the range of values explored experimentally.

Ritort et al. (2002) have established from computer simulations of mechanical

unfolding that the number of trajectories required to obtain estimates for free energy

di↵erence within an error of O (kBT ) increases exponentially with the average dissipation

associated with the unfolding process. They predict that for dissipation less than

4kBT , around 100 trajectories would su�ce, and for a dissipation of 5kBT , about 1000
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trajectories would be required. These predictions agree well with the average dissipation

and ensemble sizes encountered in optical-tweezer-based pulling experiments. For

example, Liphardt et al. (2002) stretch RNA hairpins using optical tweezers, and estimate

hWdisi = 2 - 3 kBT with Nens = 47. Similarly, for pulling experiments on DNA hairpins

performed by Gupta et al. Gupta et al. (2011), hWdisi = 1.1 ± 0.7kBT for Nens = 99, and

hWdisi = 4.9 ± 0.3kBT for N = 1293.

For simulations on the single-mode spring dashpot, the statistical error in the free-

energy di↵erence is maintained to be ⇠ O (0.01kBT ), in order to obtain a su�ciently

accurate estimate of the average dissipated work that enables the internal friction

coe�cient to be extracted reliably. By restricting the regime of operation to the boxed

region in Fig. 3.8, with v⇤  0.02 and hWdisi ⇠ kBT , it is found that Nens = 1 ⇥ 104

trajectories are su�cient to obtain the free energy di↵erence within the desired error

limits. It is possible to operate at higher values of dissipation, outside the boxed regime,

provided that the ensemble size is suitably increased, as shown in the inset of Fig. 3.7.

All the results prior to Fig. 3.8 have been presented for the case of freely-draining

dumbbells. In Fig. 3.8, it is observed that the inclusion of fluctuating HI does not a↵ect

the dissipated work values in a single-mode spring dashpot. Speck (2017) has shown in

the context of colloidal suspensions that the inclusion of hydrodynamic interactions does

not alter the dissipation along a single trajectory. The e↵ect of fluctuating hydrodynamic

interactions on the dissipation is markedly di↵erent in the case of wet internal friction, as

will be discussed in greater detail in Sec. 3.3.5.

Dry friction in equals dry friction out

The methodology to extract the internal friction coe�cient is illustrated using a molecule

with parameters:
n
b = 800, lH = 500 nm,K = 3.0 ⇥ 10�9 kg/s, h⇤ = 0.0

o
as an example.

An ensemble of such molecules is pulled from an initial trap position of �(i)
2x = 5 lH to

a final trap position of �(f)
2x = 7 lH at di↵erent pulling velocities. At each value of the

pulling velocity, the average dissipated work is calculated at several values of the solvent

viscosity in the range, ⌘s = ⌘s,0 to ⌘s = 10 ⌘s,0. In an experimental setting with water as

the solvent, suitable viscogens, such as glucose or sucrose, may be added to the solvent in

order to realize an approximately four-fold increase in its viscosity (Jas et al., 2001; Qiu

and Hagen, 2004a). In experiments that study the kinetics of intrachain contact formation

in polypeptides (Bieri et al., 1999) suspended in a solvent mixture of ethanol and glycerol,

the solvent viscosity was varied over two orders of magnitude by adjusting the proportion

of glycerol in the mixture.
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(a)

(b)

Figure 3.9: (Protocol for the extraction of the internal friction coe�cient: (a) Average

dissipated work as a function of the solvent viscosity, for molecules with the parameters:
n
b = 800, lH = 500 nm,K = 3.0 ⇥ 10�9 kg/s

o
, subjected to pulling denoted by 5 lH ! 7 lH

at various values of the pulling velocity, v, for an ensemble size, N = 1 ⇥ 104. (b) The

extrapolated values of hWdisi in the hypothetical limit of zero solvent viscosity, divided by

the stretching distance, as a function of the pulling velocity. The slope of the graph, KBD,

is an estimate of the internal friction coe�cient.
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As shown in Fig. 3.9 (a), for each value of the pulling velocity used, the average

dissipated work in the hypothetical limit of zero solvent viscosity, hWdisi⌘s! 0, is obtained

from a linear fit to the average dissipated work at finite solvent viscosities. Since the

extrapolated value is finite, it is clear signature of the presence of dry internal friction.

In Fig. 3.9 (b), the extrapolated values of the average dissipated work in the limit of

zero solvent viscosity (divided by the stretching distance d), is plotted against the pulling

velocity. The slope of the graph (KBD) represents the internal friction coe�cient extracted

from simulations.

Table 3.4 shows a comparison between the value of the internal friction coe�cient

used as an input parameter in the Brownian dynamics simulations, and the corresponding

value extracted from the dissipated work using the protocol proposed here, for various

molecular and control parameters. Our protocol recovers the input internal friction

coe�cient to within 5% accuracy, and is insensitive to the choice of the spring-force

law, as shown for the Marko-Siggia and the FENE force laws in Table 3.4. Further, values

of KBD, for models with and without HI, lie close to each other, indicating that HI does

not a↵ect the dissipated work due to dry internal friction.

The validity of the proposed protocol for the extraction of the dry internal friction

coe�cient has thus been established. In the next section, the application of the protocol to

a model with wet internal friction is discussed, in the context of a coarse-grained polymer

model with cohesive intra-chain interactions.

3.3 Wet internal friction
In this section, the case of wet internal friction is investigated in the context of the force-

induced unraveling of a coiled globule which has previously been studied experimentally

by Murayama et al. (2007) and with simulations by Alexander-Katz et al. (2009). The

problem is revisited here with the goal of understanding the role of solvent viscosity and

HI, both of which have not been considered previously.

3.3.1 Model description

A bead-spring model with Nb beads connected by FENE springs, each stretchable

up to a maximum length of Q0, is considered. The excluded volume interactions between

beads are modelled using the Soddemann-Dünweg-Kremer (SDK) potential (2001),

whose functional form is given by Eq. 2.12 in Chapter 2.
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O �
(i)
2x �

(f)
2x

(a)

(b)

Figure 3.10: Schematic and snapshot of single chain polymer model subjected to pulling

(a) Schematic representation of a polymer chain subjected to pulling, (b) snapshots from

the BD simulations of a chain with Nb = 10 and e✏ = 3.45, pulled with a constant velocity

of v⇤ = 0.01. From left to right, the solid vertical line, the dash-dotted vertical line, and

the dashed vertical line represent the positions of the first trap (�⇤1), the initial position of

the second trap (�(i)⇤
2 ), and the final position of the second trap (�(f)⇤

2 ), respectively.
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As discussed previously, the terminal beads of the chain are subjected to harmonic

trap potentials. One of the traps is held fixed at �1 = (0, 0, 0), and the other is moved from

�(i)
2 ⌘ (�(i)

2x, 0, 0), to �(f)
2 ⌘ (�(f)

2x, 0, 0) at a constant velocity, u ⌘ (vx, 0, 0).

The force on the µth bead due to bonded and non-bonded interactions is denoted by

F
�
µ. The hydrodynamic interaction between any pair of beads µ and ⌫ is accounted for

by defining the di↵usion tensor b⌥µ⌫ = �µ⌫� + ⇣⌦µ⌫, where �µ⌫ is the Kroenecker delta,

and the hydrodynamic interaction tensor, ⌦µ⌫, is approximated using the Rotne-Prager-

Yamakawa expression. For notational convenience, we define D, a block matrix of size

Nb ⇥ Nb, whose each element is the 3⇥ 3 matrix, b⌥µ⌫. Additionally, the block matrixB is

defined as B ·BT =D.

The stochastic di↵erential equation describing the time-evolution of the position of

the µth bead is given by

r
⇤
µ (t⇤ + �t⇤) = r

⇤
µ (t⇤) +

1
4

NbX

⌫=1

"
b⌥
⇤
µ⌫ · F⇤(�)

⌫ � b⌥
⇤

1⌫
· ⇥c1

�
r
⇤

1 � �⇤1
�⇤

� b⌥
⇤

Nb⌫
· ⇥c2

�
r
⇤

Nb � �⇤2
�⇤
#
�t⇤ +

1
p

2

NbX

⌫=1

B
⇤
µ⌫ · �W

⇤
⌫ (3.87)

where B
⇤
µ⌫ is the (µ, ⌫)�th element of B⇤, and �W

⇤ is a dimensionless Wiener process of

zero mean and variance �t⇤. In Fig. 3.10 (a), a schematic representation of the pulling

is shown, and in Fig. 3.10 (b), snapshots from BD simulations on a ten-bead chain is

presented.

3.3.2 Simulation details

The stochastic di↵erential equation governing the pulling of a single polymer chain

[Eq. (3.87)] is solved numerically using Brownian dynamics simulations. The initial bead

positions are picked from the equilibrium distribution function corresponding to the FENE

force law. The chain is then equilibrated at the initial state, with �⇤2x = �⇤(i)2x , for fifty

Rouse times. Equilibration is ascertained by checking that the mean-squared value of

the dimensionless radius of gyration,
D
R2⇤

g

E
, has reached a steady value with respect to

time. Pulling is then commenced at t⇤ = 0, by changing the position of the mobile trap

linearly in time, as �⇤2x = �
⇤(i)
2x + v

⇤
xt⇤, till t⇤ = ⌧⇤. The work done in one realization of the

pulling event is given by Eq. (3.75), with r⇤2x replaced with r⇤Nb x, where r⇤Nb x refers to the

x-coordinate of the last bead in the chain, and the remaining symbols retain their original

meaning as defined in Sec. 3.2.2. A timestep width of �t⇤ = 1.0 ⇥ 10�4 is used after

ascertaining, for a ten-bead chain with representative parameter values, that the average

work obtained for the �t⇤ = 1.0⇥ 10�4 and �t⇤ = 1.0⇥ 10�5 cases agree within error bars.
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Figure 3.11: Validation of the code for single chain pulling. Comparison of the analytical

probability distribution function of the work trajectories, against that computed by binning

the work trajectories obtained in pulling simulations on Hookean chains. The lines

correspond to the Gaussian probability distribution given by Eq. (3.89), with variance

and mean defined in Eqs. (3.90) and (3.91), respectively.

The calculated work is then used to estimate the free-energy di↵erence and the average

dissipation as shown in Eq. (3.1).

3.3.3 Code validation for the single chain case

The probability of the work distribution for a one-dimensional Rouse chain tethered

at one end and subjected to constant velocity pulling may be analytically calculated, as

shown by Dhar (2005). A chain of Nb beads connected by N springs is considered, with

the sti↵ness of each spring denoted by H. The first bead is held fixed at the origin, and

the last bead is subjected to a harmonic trap of sti↵ness c2H. The trap is moved from an

initial position of �(i) to a final position of �(f), over a time ⌧. The distance traveled by the

trap is denoted by d ⌘ �(f) � �(i), and the pulling velocity, v, given by v = d/⌧.

Following the procedure proposed by Dhar (2005), and using the standard non-

dimensionalization scheme [see Eq. (3.57), for example], the free energy di↵erence

associated with the stretching process is evaluated to be

�A⇤ =
c2

2 (c2N + 1)

⇣
�(f)⇤

⌘2
�

⇣
�(i)⇤

⌘2
�
, (3.88)
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and P⇤ (W⇤) is found to be a Gaussian of the form,

P⇤ (W⇤) =
1

p
2⇡�2

exp
"
� (W⇤ � hW⇤i)2

2�2

#
, (3.89)

whose variance and mean are given by

�2 =
c2

2v
⇤d⇤

2⌧⇤

(
E
�2 +

1
⌧⇤

E
�3

⇣
e�E⌧⇤ � 1

⌘)

NN
⌘ 2

⌦
W⇤

dis
↵

(3.90)

hW⇤i =�A⇤ +
�2

2
(3.91)

where the notation {...}i j refers to the (i j)th matrix element, and E is a symmetric,

tridiagonal N ⇥ N matrix of the following form

Ei j =

8>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>:

1
2

; i = j , N

�1
4

; |i � j| = 1

(c2 + 1)
4

; i = j = N

0; otherwise

(3.92)

The pulling of Rouse chains was simulated using Brownian dynamics, and the

work statistics calculated over an ensemble size of O(105), by numerically integrating

Eq. (3.87). The first bead was held fixed at the origin by means of a sti↵ harmonic trap

of strength c1 = 1000, and two di↵erent values for the pulling trap sti↵ness, c2 have

been considered. In Fig. 3.11, the probability distribution of work values obtained from

BD simulations is compared against the analytical solution for two sample cases. The

good agreement between the two suggests the validity of the code used to perform pulling

simulations on polymer chains.

3.3.4 Parameter space specification

A value of b = 50 is used throughout this section for the dimensionless FENE

parameter. For a free chain (without confining potentials acting on the terminal beads),

with this particular value of b, the choice of rcut = 1.82�, m1 = 1.5306333121, and

m2 = 1.213115524 have been shown to lead to the correct scaling predictions in poor, ✓,

and good solvent conditions for the radius of gyration with the number of beads in the

chain, as described in detail in Santra et al. (2019), and hence have been used for all

simulations on single chains discussed in this section. The ✓-temperature for this system
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Figure 3.12: Equivalence between the free energy di↵erence estimated using the Jarzynski

equality and the classical definition. Total work done as a function of the pulling velocity,

for a well-depth of e✏ = 3.45 and a chain size of ten beads. The open and filled square

symbols indicate the Jarzynski estimate of the free-energy di↵erence evaluated for models

with and without the inclusion of fluctuating hydrodynamic interactions, respectively.

is observed to be at e✏ ⇡ 0.45, where
D
R2

g

E
⇠ (Nb � 1) and the second virial coe�cient,

B2 = 0 (Santra et al., 2019). This value of cohesive strength is denoted ase✏✓. Poor solvent

scaling, namely,
D
R2

g

E
⇠ (Nb � 1)0.67, is observed for e✏ � 0.55. The bead radius, a, is

defined on the basis of �s, as a = 0.5�s. We set �s = lH in all our simulations.

A trap sti↵ness of c1 = c2 = 1000 is used for both the stationary and the mobile

traps. The initial and final positions of the mobile traps are chosen as �(i)
2x = 0.1 Lc and

�(f)
2x = 0.3 Lc, respectively, where Lc ⌘ (Nb � 1) Q0 is the contour length of the chain. A

chain size of Nb = 10 has been used for all the simulation results reported in this section.

3.3.5 Globule unraveling is wet

Netz and coworkers (Alexander-Katz et al., 2009) have measured the internal

friction associated with collapsed homopolymers by measuring the work dissipated in

the force-induced unfolding of a single polymer chain. As mentioned previously, they

estimate the free energy di↵erence, denoted by Weq, as the work done in the quasi-

static pulling limit, that is, Weq (e✏ ) ⌘ W (e✏, v! 0). The dissipated work at any finite

pulling velocity is then calculated as the di↵erence between the average work done at that
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Figure 3.13: Regime of linear dependence between average dissipation and pulling

velocity determined by strength of cohesive interactions. Average dimensionless

dissipation, as a function of the dimensionless pulling velocity. The dashed lines are

linear fits to the data.

velocity, and the reversible work. This is exactly the definition of dissipation that we have

adopted throughout this chapter, as indicated in Eq. (3.1). However, rather than using

the work done in the quasi-static limit to estimate the free-energy di↵erence, we use the

Jarzynski equality to evaluate the same quantity.

In Fig. 3.12, the total dimensionless work done in pulling a ten-bead chain with

a representative set of parameters is plotted as a function of the dimensionless pulling

velocity, for cases with and without hydrodynamic interactions. Horizontal lines represent

the error-weighted mean of the total work at the lowest four values of the pulling velocity,

and is therefore a measure of the free-energy di↵erence in the classical sense. Solid

lines correspond to the freely-draining case, while dashed lines indicate the case with

hydrodynamic interactions. It is seen that the free-energy di↵erences for cases with and

without HI concur within ⇠ 10�1 kBT , in agreement with the expectation that the free-

energy di↵erence, a static equilibrium property, remains una↵ected by hydrodynamic

fluctuations. Furthermore, it is also seen from the figure that the work done in the quasi-

static limit agrees, within error bars, with the free-energy di↵erence estimated using the

Jarzynski equality (square symbols), thus establishing the validity of our approach for the

estimation of the free-energy di↵erence and the dissipation.
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(a)

(b)

Figure 3.14: E↵ect of hydrodynamic interactions on the dissipated work: (a) the average

dissipation, and (b) the enhancement in the average dissipation (with respect to the

dissipation due to solvent) due to cohesive interactions, plotted as a function of the

dimensionless pulling velocity. Symbols representing the enhancement values for cases

with HI have been enlarged for clarity.
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In Fig. 3.13, the dimensionless average dissipation is plotted as a function of the

dimensionless pulling velocity. It is seen that the data for the phantom chain (no excluded

volume interactions), athermal chain (purely repulsive interactions) and the chain under

✓�conditions superimpose. This indicates that for uncollapsed chains, the work dissipated

during pulling is expended entirely against the solvent friction, and there is no internal

friction associated with these cases. Furthermore, increasing the well-depth beyond the

✓�point results in an increased dissipation at a fixed value of the pulling velocity, which is

due to the additional work needed to unravel the globule as the polymer chain is stretched.

The average dissipation scales linearly with the pulling velocity over the entire range of

the latter quantity.

In the linear regime, for a collapsed globule (e✏ > e✏✓), the following relationship for

the dissipation can be written,

hWdisi = �Gvd (3.93)

where �G is the globule friction coe�cient. The same expression is valid in the

uncollapsed case, with �G replaced with �s, the solvent friction coe�cient. Ase✏ !e✏✓, the

dissipation is entirely due to the solvent, and �G ! �s.

Fig. 3.14 elucidates the e↵ect of hydrodynamic interactions on the dissipation more

clearly. As shown in Fig. 3.14 (a), for chains under both ✓ and athermal conditions,

the dissipation due to the solvent decreases identically upon the inclusion of fluctuating

hydrodynamic interactions. In Fig. 3.14 (b), it is seen that the enhancement in the

dissipation due to cohesive interactions, measured as the di↵erence between the total

dissipation and the dissipation due to solvent alone, remains practically una↵ected by

hydrodynamic interactions.

In Fig. 3.15, the average dissipated work is plotted for two values of the well-depth,

for one value of the dimensional pulling velocity, as a function of the solvent viscosity. At

any finite value of the solvent viscosity, the work dissipated for the collapsed globule case

is greater than that for that in ✓�condition. However, in the extrapolated limit ⌘s ! 0, the

dissipated work goes to zero. Clearly, this suggest that the additional dissipation due to

cohesive interactions between the beads corresponds to the case of wet internal friction,

which is not clear a priori, and can only be established following the protocol proposed

here.

In Figs. 3.16, the friction coe�cients calculated using Eq. (3.93) have been plotted

as a function of the solvent viscosity. From Fig. 3.16 (a), it is seen that friction coe�cient

due to the solvent scales linearly with the solvent viscosity, and that hydrodynamic

interactions reduce the friction coe�cient in comparison to the freely draining case.
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Figure 3.15: Protocol establishes the presence of wet friction. Average dissipation as a

function of the solvent viscosity for two di↵erent well-depths. The extrapolated value in

the limit of zero solvent viscosity is indicated by an upright triangle, and the extrapolated

values for both the cases are found to coincide within error bars of the simulation.

From Fig. 3.16 (b), it is seen that the inclusion of cohesive interactions results in an

enhancement in the friction coe�cient at all finite values of the solvent viscosity. In the

extrapolated limit of zero solvent viscosity, however, the friction coe�cient is also seen

to tend to zero, as is typical of wet friction.

By taking a ratio of the slopes of the dissipation versus pulling velocity for the

collapsed and the uncollpased states, for identical pulling distances in the linear regime,

one gets

hWdisi
hWdisi✓

� 1 =
�G � �s

�s
(3.94)

This quantity represents the rescaled excess contribution to the dissipation due to

internal friction, and enables an investigation of the relationship between �G and �s, and

comparison with Zwanzig’s (1988) prediction, as was done previously by Alexander-Katz

et al. (2009) in the absence of hydrodynamic interactions. For a Brownian particle moving
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(a)

(b)

Figure 3.16: E↵ect of hydrodynamic interactions on the friction coe�cient: (a) Solvent

friction, with and without hydrodynamic interactions and (b) a comparison between the

solvent and globule friction coe�cient, with hydrodynamic interactions, plotted as a

function of solvent viscosity.
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Figure 3.17: Magnification of internal friction due to cohesive interactions. Rescaled

excess contribution to dissipation as a function of the e↵ective well-depth. Solid and

dashed lines are used to fit the data points obtained for cases without and with HI,

respectively, and correspond to Eq. (3.95) with fitting parameters !̄FD = 0.77 and

!̄HI = 0.98.

in a corrugated one-dimensional potential of the form U(x) = (!̄/2) (e✏ �e✏✓ ) sin (⇡x/a),

the e↵ective friction and the solvent friction are related by (Alexander-Katz et al., 2009;

Zwanzig, 1988)

�G � �s

�s
= I2

0

 
!̄ (e✏ �e✏✓)

2

!
� 1 (3.95)

where I0(..) is the modified Bessel function of zeroth order, and !̄ is a fitting parameter.

In Fig. 3.17, the rescaled excess dissipation due to internal friction, for models

with and without fluctuating hydrodynamic interactions, is plotted as a function of

the well-depth relative to the ✓�condition. It is seen from the figure that a good

qualitative agreement is observed between the simulation results and Eq. (3.95), but with

a fitting parameter that depends on whether hydrodynamic interactions are incorporated

in the simulations. This agreement between simulations and theory, also observed by

Alexander-Katz et al. (2009), suggests that Zwanzig’s formulation, albeit based on a

one-dimensional energy landscape, satisfactorily captures the scaling of internal friction

with the strength of cohesive interactions in force-spectroscopy simulations on single

molecules. The subject of di↵usion on rugged energy landscapes of dimension higher

than one has been treated rigorously in Seki and Bagchi (2015) and Seki et al. (2016).
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3.4 Conclusions
In summary, we have introduced a simple and novel protocol based on the Jarzynski

equality for determining both dry and wet internal friction coe�cients of macromolecules

that can be implemented experimentally using optical tweezers. Using Brownian

dynamics simulations on a spring-dashpot model for a polymer, we establish proof-of-

principle by recovering the dry internal friction coe�cient which is used as a model

input, and show that a bead-spring chain with cohesive interactions is an example of

wet friction. It is conceivable that some real polymer chains might possess both wet

and dry internal friction, and modeling such molecules would require the use of multi-

bead-spring-dashpots with cohesive interactions. We envisage that the scheme proposed

here may be applicable to a variety of macromolecules, and would enable a succinct

characterization of the dissipative properties of the molecule. The results presented in

this chapter have been published in Kailasham et al. (2020).

The rheology of coarse-grained models with internal friction is discussed in the

subsequent two chapters, and Chapter 4 is dedicated to the study of finitely extensible

dumbbells with fluctuating internal viscosity and hydrodynamic interactions.





Chapter 4

Rheological consequences of internal
friction and hydrodynamic interactions
in a dumbbell model

4.1 Introduction
The e↵ects of internal friction on the dynamic response of polymer chains, and the

rheological response of dilute polymer solutions has been briefly surveyed in Chapter 1.

There is a wealth of literature on the rheological properties of dumbbell models with

internal viscosity (Booij and van Wiechen, 1970; Schieber, 1993; Wedgewood, 1993;

Sureshkumar and Beris, 1995; Hua and Schieber, 1995; Hua et al., 1996). In a parallel

development, recent advances in modelling the non-equilibrium behaviour of polymer

solutions have revealed the crucial role played by fluctuating hydrodynamic interactions in

determining the dynamics of polymer chains (Prabhakar and Prakash, 2002; Sunthar and

Prakash, 2005; Larson, 2005; Schroeder, 2018; Prakash, 2019). Coarse-grained polymer

models that include both fluctuating internal friction and hydrodynamic interactions,

however, are rare (Hua and Schieber, 1996), with the majority including hydrodynamic

interactions in a pre-averaged manner (Manke and Williams, 1992; Dasbach et al., 1992).

In this chapter, we use Brownian dynamics simulations to solve a dumbbell model

of the polymer with a finitely extensible spring, and fluctuating internal friction and

hydrodynamic interactions, and examine its properties at equilibrium, and in the presence

of flow, in order to study the relative roles played by internal friction and hydrodynamic

interactions in determining the dynamics of polymer molecules.

Analytical studies by Manke and Williams (1992) predict that the stress jump of a

model with IV and pre-averaged HI would be higher than that for a model with IV alone.

63
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A prior BD simulation study of a dumbbell model with fluctuating internal viscosity and

hydrodynamic interactions, which examined the stress and velocity fields during startup

of shear-flow using the CONFESSIT approach (Hua and Schieber, 1996), concludes that

hydrodynamic interactions have a negligible e↵ect on the stress field. Here, we re-

examine the accuracy of this prediction, with particular attention to the magnitude of

the stress jump in the presence of fluctuating hydrodynamic interactions.

The Gaussian approximation for internal viscosity (Schieber, 1993) concludes that

it has no e↵ect on zero-shear rate viscometric functions. The validity of this prediction is

scrutinized using exact BD simulations, particularly in the presence of both fluctuating HI

and IV. Building upon prior work (Gerhardt and Manke, 1994; Hua et al., 1996), we also

present what we consider to be a hitherto unexplored relationship between zero-shear rate

properties, the relaxation modulus and the stress jump.

Polymer solutions and melts are commonly observed to exhibit an “overshoot” in

their rheological properties(Bird et al., 1987a) when subjected to shear flow. The e↵ect

of fluctuating internal viscosity and hydrodynamic interactions on the magnitude, and

the time of occurrence of the overshoot is analyzed in this work, and compared to prior

observations.

It is well known that dumbbell models which limit the extensibility of the spring

predict the shear-thinning of viscometric functions (Warner, 1972; Christiansen and

Bird, 1977). The e↵ect of internal viscosity on such shear-thinning has already been

studied (Hua and Schieber, 1995). Here, the combined e↵ect of fluctuating internal

viscosity and hydrodynamic interactions on this phenomenon is quantitatively analyzed

by comparing shear-thinning exponents for the various cases.

Manke and Williams have analytically examined the relationship between rigid

dumbbells and dumbbell models with an infinite value of the internal viscosity

parameter (Manke and Williams, 1986, 1989, 1991, 1993), and predict that an ensemble

of Hookean dumbbells with an infinite value of the internal viscosity parameter

would resemble the viscometric functions of an ensemble of rigid dumbbells, at least

qualitatively. Hua et al. (1996) have compared the linear viscoelastic properties of

Hookean dumbbells with IV to that of rigid dumbbells, and find that the relaxation

modulus of dumbbells with a high value of the IV parameter agrees remarkably well

with that of rigid dumbbells with a Gaussian distribution of lengths. We use exact BD

simulations to calculate the linear viscoelastic and viscometric properties of dumbbells

with a high value of the IV parameter, and compare the results against prior observations.

We find that the nature of the spring force law qualitatively influences the predicted

viscometric functions.
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The chapter is structured as follows. In Section 4.2 we present the governing

equations for the FENE dumbbell model for a polymer with internal viscosity

and hydrodynamic interactions, its solution methodology and the simulation details.

Section 4.3, which summarises our results and the relevant discussions, is subdivided

into four sections; Sec. 4.3.1 deals with code validation, Sec. 4.3.2 discusses the transient

response of dumbbells subjected to shear-flow, Sec. 4.3.3 presents the steady-state results

of viscometric functions, and Sec. 4.3.4 the results for models with a high value of the

internal viscosity parameter against that of rigid dumbbells. The key findings of this

chapter are summarised in the Sec. 4.4. The detailed steps for the derivation of the

governing equations, starting from a force balance on the beads, is given in Appendix A.

4.2 Governing Equations and Simulation Details
For a FENE dumbbell with internal viscosity and hydrodynamic interactions and no

excluded volume interactions in a homogeneous flow field, the equation for the connector

vector velocity given by Eq. 2.1 in Chapter 2 reduces to

~Q̇� =
"
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QQ

Q2
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where � ⌘ �S
FENE [as defined in Eq. 2.10] throughout this chapter. By substituting Eq. (4.1)

into the equation of continuity, the Fokker-Planck equation for a FENE dumbbell with HI

and IV is obtained as
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Using the following dimensionless variables,

t⇤ =
t
�H

; Q
⇤ =

Q

lH
; ⇤ = �H; �⇤ =

�

kBT
;  ⇤ =  l3

H (4.3)

the Fokker-Planck equation in its dimensionless form may be written as follows.
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Note that �⇤ and � are both dimensionless. However,

�⇤ = 1 � ↵̄

Q⇤
(A ⇤ +B⇤) (4.5)
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where A ⇤ and B⇤ can be obtained by recasting all the dimensional quantities in Eq. (2.6)

into their non-dimensionalized form, and ↵̄ is given by ↵̄ = (3/4)
p
⇡h⇤, where h⇤ =

a/
⇣p
⇡lH

⌘
is the hydrodynamic interaction parameter.

As shown in Appendix A, the stochastic di↵erential equation (SDE) equivalent to

Eq. (4.4) can be derived using the Itô interpretation as,

dQ
⇤ =


⇤ · Q⇤ + g2

2
Q
⇤

Q⇤
�

 
Q⇤ �A ⇤↵̄

Q⇤

!  
� � g1

Q
⇤
Q
⇤

Q⇤2

!
·
0
BBBB@

1
2Q
⇤

1 � Q⇤2/b
+ ✏

Q
⇤
Q
⇤

Q⇤2
· ⇤ · Q⇤

1
CCCCA
�
dt⇤

+

s
Q⇤ �A ⇤↵̄

Q⇤

"
� �

⇣
1 �

p
1 � g1

⌘ Q
⇤
Q
⇤

Q⇤2

#
· dWt

(4.6)

In the second term of the above equation, the prefactor that multiplies dWt is the

di↵usion tensor. It is worth noting that the functional form of the SDE remains the same,

irrespective of the choice of the HI tensor. The definitions of g1 and g2 are as follows

g1 =
↵̄B⇤Q⇤ + ✏(Q⇤ �A ⇤↵̄)[Q⇤ � ↵̄(A ⇤ +B⇤)]
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Interestingly, for the RPY tensor, the following property holds for both its branches.
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Eq. (4.6) is solved using a semi-implicit predictor-corrector algorithm, as outlined below.

Note that, while Eqs. (4.12) to (4.16) below are in their non-dimensionalized form, the

asterisk superscript has been dropped from these equations for notational simplicity.
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where
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and

b j =

s
Q(t j) �A (t j)↵̄

Q(t j)

"
� �

⇣
1 �

p
1 � g1(t j)

⌘ Q(t j)Q(t j)
Q2(t j)

#
(4.14)

�W j is a vector of three independent Wiener processes, each of mean zero and variance

�t j.
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Here, eQ(t j+1) is the value of Q after the predictor step, evaluated in Eq. (4.12).

Note that only the FENE spring force term is treated implicitly in the corrector step.

By setting the length of the vector on the RHS of Eqn. (4.15) to be L, and the length of

Q(t j+1) to be x, we get the following cubic equation in x
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Eq. (3.73) can be solved exactly using trigonometric functions (Öttinger, 1996) and

only one root lies in the interval
h
0,
p

b
i
, which is chosen as the physically relevant

solution for x. The Kramers expression for the stress-tensor is not thermodynamically

consistent for dumbbells with internal viscosity (Schieber and Öttinger, 1994), and the

Giesekus expression cannot be used when hydrodynamic interactions are included (Bird

et al., 1987b). For the general case considered here, with both IV and HI, Hua and

Schieber (1996) suggest that the Kramers-Kirkwood expression can be used, since it is

thermodynamically consistent (Schieber and Öttinger, 1994),
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where np is the number of polymer molecules per unit volume, and R⌫ is the position of

the ⌫th bead with respect to the centre-of-mass, rc. F
(h)
⌫ is the hydrodynamic force acting

on bead ⌫. We thus have
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r1 + r2
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In terms of the connector vector Q, the stress tensor expression is as follows
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On substituting the expression for ~Q̇� from Eq.(4.1) into Eq.(4.21) and simplifying,
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to simplify Eq. (4.22), the dimensionless equation for the stress tensor may be written as
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where g3 and g4 in Eq. (4.25) are defined as follows,
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{Q⇤ + ✏[Q⇤ � ↵̄(A ⇤ +B⇤)]}2
+

3[Q⇤ � ↵̄(A ⇤ +B⇤)]
{Q⇤ + ✏[Q⇤ � ↵̄(A ⇤ +B⇤)]} (4.27)

where s has already been defined in Eq. (4.9).

While the second term on the right hand side of the stress tensor expression

[Eq. (4.25)] represents the elastic contribution to the stress tensor due to the presence
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of the FENE spring, the third and fourth terms arise due to the presence of IV. The last

term on the right hand side is the viscous or dissipative component of the stress tensor,

which disappears (appears) instantaneously when the flow is turned o↵ (on). The jump

in viscosity at the inception of shear flow is due to this last term, because none of the

other terms in the equation contribute to the shear component of the stress tensor, ⌧p,yx, as

the other averages are isotropic at equilibrium, i.e,
D
QxQy

E
eq
= 0. Interestingly, bead-rod

models and bead-rod chains also have a viscous contribution to stress (Bird et al., 1987b).

Flexible polymer models, with only an entropic spring connecting the beads, do not have

this viscous contribution to the shear stress, and only the inclusion of a dashpot in parallel

with the spring, through the incorporation of internal viscosity into such models, results

in a stress jump.

4.3 Results and Discussion

4.3.1 Code validation

To test the validity of the code, an ensemble of 2 ⇥ 105 FENE dumbbells, with a

dimensionless maximum allowable length of b = 100 and internal viscosity parameter of

✏ = 0.1, is subjected to shear flow at a dimensionless shear rate of �H�̇ = 1.0. In Fig. 4.1,

the predicted shear viscosity of this ensemble is plotted against dimensionless time, and

compared against data from the work by Hua and Schieber (1995). The good agreement

between the two results indicates the reliability of the current code.

Hua et al. (1996) have previously simulated a dumbbell model with internal

viscosity and hydrodynamic interactions in startup of shear flow, using the CONFESSIT

method. They conclude that hydrodynamic interactions have a negligible e↵ect on

the stress field. However, as shown in Appendix A, one of the functions in their

governing stochastic di↵erential equations is incorrect, and leads to erroneous predictions.

As a consequence, there are no published results in the literature with which our

simulations (which incorporate both internal viscosity and hydrodynamic interactions)

can be compared. Nevertheless, as will be seen in Section. 4.3.2, our simulations agree

with the analytical results of Manke and Williams (1992) (who used pre-averaged

hydrodynamic interactions) for the stress jump at the onset of shear flow over a range

of values of ✏ and h⇤, providing some validation for our code in its most general form.

Simulations which incorporate hydrodynamic interactions using the ROB expression

take nearly twice as long to complete, for the same set of parameter values, as when the

RPY expression is used. Though the two treatments yield results that are indistinguishable

within error bars, the calculation of the shear viscosity of an ensemble of 2 ⇥ 105 FENE
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Figure 4.1: Polymer contribution to shear viscosity, ⌘+p /npkBT�H, as a function of

dimensionless time at a dimensionless shear rate of 1.0. Error bars are smaller than

symbol size.

dumbbells with both internal viscosity and hydrodynamic interactions, on an Intel Core

i7-6700 CPU, takes about 379 seconds for the RPY case, as opposed to nearly 768

seconds for the ROB case. As a consequence, all simulations which involve HI have been

performed using the RPY tensor. The RPY tensor has two branches and the terms A

and B have to be evaluated separately for the two branches, as seen from Equation (2.6)

in Chapter 2. Nevertheless, its implementation is faster due to the higher number of

function evaluations required for the ROB tensor, as can be seen from Eqs. (4.9) and

(4.10). Essentially, the definitions of functions g1 and g3 are the same for both RPY and

ROB, while the functions g2 and g4 entail more calculations for the ROB case.

4.3.2 Transient response to shear flow

To calculate the viscometric functions, an initial equilibrium ensemble of O(106)

FENE dumbbells, picked from the equilibrated database as described in Section. II,

have been used in all the simulations. The transient response of the ensemble-averaged

rheological properties recorded as a function of time, are presented in this section.
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Figure 4.2: (a) Methodology to find the stress jump by extrapolating to t⇤ = 0 using a

fourth order polynomial. (b) Shear rate independence of stress jump for various values of

✏ and a fixed value of h⇤ = 0.3. Dotted horizontal lines are error-weighted averages of the

data points they traverse. Error bars are smaller than symbol size.
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The stress jump

The “stress jump” refers to the discontinuous jump in viscosity at the inception of flow, i.e,

at time, t⇤ = 0. The methodology to find this quantity has been illustrated in Fig. 4.2 (a)

for a sample case where an ensemble of dumbbells with IV and HI is subjected to a

dimensionless shear rate of 100. The viscosity is recorded as a function of time, and

a fourth order polynomial is then fitted to this data (using the “fit” functionality of

gnuplot, as described by Young (2015)), so as to find the stress jump by extrapolation

to time t⇤ = 0. Analytical predictions (Manke and Williams, 1992; Dasbach et al., 1992;

Gerhardt and Manke, 1994) indicate that the stress jump must be independent of shear

rate. To test this prediction, FENE dumbbells with b = 100 and various values of ✏

and h⇤ are subjected to three di↵erent shear rates, and their corresponding stress jumps

are calculated using the method outlined above. In Fig. 4.2 (b), stress jumps for such

dumbbells with varying values of ✏ and a fixed value of h⇤ = 0.3 are plotted against

the respective shear rates, and it is seen that the jump is indeed independent of shear

rate, thereby confirming the analytical predictions. A similar shear-rate independence is

observed when the hydrodynamic interaction parameter is varied.

Manke and Williams (1988) derived an analytical result for the stress jump exhibited

by a Hookean dumbbell with IV. Schieber calculated the same quantity for a FENE

dumbbell with IV and obtained the following formula (Hua and Schieber, 1995), for the

free-draining (FD) case,

⌘+p
npkBT�H

������
t⇤=0,FD

=

 
b

b + 5

!
2✏

5(1 + ✏)
(4.28)

Manke and Williams (1992) have also derived a similar formula for the stress jump

exhibited by a Hookean dumbbell with IV and pre-averaged HI. By following a procedure

analogous to Schieber’s, the analytical result of Manke and Williams can be extended to

find the stress jump for a FENE dumbbell with IV and pre-averaged HI, and can be shown

to be
⌘+p

npkBT�H

������
t⇤=0,HI

=

 
b

b + 5

!
2✏

5(1 + ✏(1 �
p

2h⇤))
(4.29)

Recognizing that �(0) = �⌘+p (0)�̇, the stress jump ratio is then given by taking a ratio of

the above two equations.
�HI(0)
�FD(0)

=
1 + ✏

1 + ✏(1 �
p

2h⇤)
(4.30)

This equation has been represented as lines in Fig. 4.3, for various values of the

internal viscosity parameter. The prediction from analytical theory is that the stress jump

in the presence of hydrodynamic interactions and internal viscosity is higher than that due



4.3 Results and Discussion 73

0 0.05 0.1 0.15 0.2 0.25 0.3
1

1.1

1.2

1.3

1.4

1.5

1.6

1.7

Figure 4.3: Stress jump ratio calculations for FENE dumbbells with b = 100 for various

values of ✏, h⇤. Each data point in the figure is obtained as an error-weighted average

of the stress jump measured at the di↵erent shear rates as shown in Fig. 4.2 (b). Lines

represent Eq. (4.30). Error bars are smaller than symbol size.

to IV alone. The stress jump ratio for the case with HI to the free draining case, obtained

from BD simulations for various combinations of ✏ and h⇤, is plotted in Fig. 4.3. The

simulations results agree well with the theoretical prediction, suggesting that fluctuations

in HI do not play a significant role in determining the magnitude of the stress jump.

Such a result also seems correct intuitively. In the absence of IV or HI, the di↵usion

tensor in the stochastic di↵erential equation is diagonal, i.e, there is no correlation

between the motion of the two beads of the dumbbell. Introduction of IV adds o↵-

diagonal terms to the di↵usion tensor, introducing a coupling between the motion of the

two beads. Hydrodynamic interactions also contribute to a coupling and this appears to

enhance the e↵ect brought on by IV. In a physical sense, the phenomenon of stress jump

arises solely due to internal viscosity, as the “dashpot" connecting the two beads responds

instantaneously to a change in the displacement between the two beads. Hydrodynamic

interactions add to this e↵ect because it enhances the strength of the correlation between

the motion of the two beads.
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Interestingly, our BD simulations indicate that there is no jump in either  1 or

 2 [defined in Eq. (2.14) of Chapter 2] at t⇤ = 0 for models with internal viscosity.

This is in line with prior observations on Hookean dumbbells that employed a Gaussian

approximation (Schieber, 1993) for internal viscosity. The absence of jumps in 1 and 2

is explained in Appendix F using the Hookean dumbbell model with IV as an example.

Transient viscosity

As observed in various experiments on polymer solutions and melts (Bird et al., 1987a),

simulations indicate that during the startup of shear flow, the viscosity shows a transient

rise, above its steady-state value, commonly termed the “overshoot", with the highest

point of positive deviation from the steady-state value denoted as the magnitude of

overshoot. To analyze this phenomenon, the viscosity of dumbbells (normalized by the

steady-state value, ⌘+p (t ! 1)) is plotted as a function of strain units in Fig. 4.4. It is

important to note that the phenomenon of overshoot is observed even for the case of FENE

dumbbells, without the incorporation of internal viscosity or hydrodynamic interaction

e↵ects.

Throughout the analysis in this section and the next, it must be noted that an

“overshoot" is said to occur only when the normalized quantity attains a value greater than

one. Local peaks in the normalized quantity, such as the one observed for the ✏ = 10 case

in Fig. 4.4 (b), are only considered as “maxima" and not categorized as an “overshoot".

In Fig. 4.4 (a), the overshoot behavior in FENE dumbbells with b = 100 is recorded

for various shear rates. At low shear rates, there is no overshoot, and viscosity reaches

its steady-state value asymptotically. At a certain threshold shear rate, overshoot is first

observed. From there on, the magnitude of the overshoot increases as the shear rate is

increased. Interestingly, however, the location of the overshoot, i.e; the strain at which

overshoot occurs (�max), is roughly constant over the entire range of shear rates examined

in this work, in agreement with the experimentally observed trend for a range of di↵erent

polymer solutions and melts (Bird et al., 1987a).

In Fig. 4.4 (b), the e↵ect of internal viscosity and hydrodynamic interactions on the

magnitude and location of overshoot is examined at a fixed dimensionless shear rate of

100. It is seen that a low value of ✏ (=0.1) dampens the magnitude of overshoot, but

does not change �max significantly. At higher values of the internal viscosity parameter,

the overshoot occurs at a lower strain, and its magnitude is significantly decreased.

The inclusion of hydrodynamic interactions increases the magnitude of overshoot in

comparison to the free-draining case (h⇤ = 0) but does not a↵ect �max perceptibly. For

a given value of the hydrodynamic interaction parameter, the coupling between IV and
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Figure 4.4: Transient behavior of shear viscosity for FENE dumbbells with b = 100 and

various values of ✏ and h⇤, as a function of strain units: (a) overshoot behavior for the pure

FENE model, (b) e↵ect of ✏ and h⇤ on overshoot at a dimensionless shear rate of 100. In

each case, ⌘+p is normalized by the steady-state value, ⌘+p (t ! 1), obtained at the same

shear rate, and ✏ and h⇤, as the transient data themselves. The hydrodynamic interaction

parameter in these simulations is h⇤ = 0.3. Error bars are smaller than symbol size.
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HI is enhanced at higher values of the IV parameter, at early times (or strains). At later

times, the nature of the coupling is non-trivial. While it appears that the ✏ = 1.0 and

✏ = 10.0 curves (with and without HI) settle to a value lower than 1 at the highest values

of strain in the figure, as a matter of fact they do approach 1 at much larger strains, when

the transient viscosity ⌘+p attains its steady-state value, as can be seen from Fig. 4.6 (a).

It is observed that the dumbbell model with only FENE e↵ects and that with a small

value of ✏ show nearly identical behaviour, qualitatively. The onset of overshoot occurs at

roughly the same shear rate, �H�̇ ⇠ 10.0, for both the cases. However, as the IV parameter

is increased to higher values, say ✏ = 1 or ✏ = 10, there is a marked change in the transient

response. This is clearly seen from Fig. 4.4 (b), where a shear rate of �H�̇ ⇠ 100.0 triggers

an overshoot in a system with a lower value of ✏, but only causes a long wavelength

oscillation in the shear viscosity for a system with ✏ = 10. The occurrence of oscillations

is discussed further in the context of Figs. 4.6 below.

Transient first normal stress coe�cient

Overshoots in  1 [defined in Eq. (2.14)] can also be analyzed using the framework

developed in the previous section. The first normal stress coe�cient (normalized by the

steady-state value,  +1 (t ! 1)) is plotted as a function of strain in Fig. 4.5.

In Fig. 4.5 (a), the overshoot in  1 for FENE dumbbells with b = 100 is plotted for

various shear rates. The strain at which the overshoot occurs is slightly higher than that

for the viscosity, in agreement with experiments (Bird et al., 1987a). Nonetheless, �max

remains roughly constant over shear rates that span two orders of magnitude. However,

the size of the overshoot in  1 is lower than that in ⌘p. This is in accordance with

the predictions of the FENE-P dumbbell model (Mochimaru, 1981), and BD simulation

results for a twenty-bead chain with FENE springs (Prabhakar and Prakash, 2006).

These simulation results and model predictions, are, however, in direct contrast with

experimental observations (Huppler et al., 1967) which predict that the overshoot in the

first normal stress coe�cient is greater than that observed in the viscosity.

In Fig. 4.5 (b), the e↵ect of internal viscosity and hydrodynamic interactions on

the  1 overshoot is studied at a dimensionless shear rate of 1000. The addition of

hydrodynamic interactions enhances the magnitude of overshoot but leaves �max largely

unperturbed. Similar to the trend observed in the transient behavior of viscosity, the

time-variation of  1 for the pure FENE case and the case with low IV parameter are

qualitatively comparable. A low value of ✏ reduces the magnitude of the overshoot

slightly, but high values of the IV parameter, say ✏ = 10, induce an overshoot only at

the highest shear rate examined in this work (�H�̇ = 1000), and that too, due to the
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Figure 4.5: Transient behavior of the first normal stress coe�cient for FENE dumbbells

with b = 100 and various values of ✏ and h⇤, as a function of strain units: (a) overshoot

behavior for the pure FENE model, (b) e↵ect of ✏ and h⇤ on overshoot at a dimensionless

shear rate of 1000. In each case,  +1 is normalized by the steady-state value,  +1 (t ! 1),

obtained at the same shear rate, and ✏ and h⇤, as the transient data themselves. The

hydrodynamic interaction parameter in these simulations is h⇤ = 0.3. Error bars are

smaller than symbol size.
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Figure 4.6: Transient (a) viscosity, ⌘p and (b) first normal stress coe�cient,  1,

normalized by the steady-value of the respective viscometric functions obtained at the

same values of shear rate, and ✏ and h⇤, as the transient data themselves, as a function of

strain units.The hydrodynamic interaction parameter used in these simulations is h⇤ = 0.3.

Error bars are smaller than symbol size.
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enhancing e↵ect of the hydrodynamic interactions mentioned above. In general, however,

the inclusion of HI does not alter the shear rate at which overshoot is first observed. More

simulations at higher shear rates need to be performed, in order to comment conclusively

about the constancy of �max for the high-✏ cases. The Gaussian approximation developed

by Schieber (1993) for the treatment of internal viscosity indicates that for ✏ = 10

and �H�̇ = 100, high-frequency oscillations are observed in ⌘p and  1 (see Figs. 5

and 7 in Schieber (1993)). For the same set of parameters studied by BD simulations,

however, no such high-frequency oscillations are observed, as can be seen from Figs. 4.6,

where the normalized transient viscosity and first normal stress coe�cients of FENE

dumbbells with ✏ = 1 and ✏ = 10 (with and without HI) have been plotted for a

larger range of strain units Figs. 4.4 and 4.5. Both viscometric functions go through a

local maximum and minimum before gradually attaining their steady state values. The

inclusion of HI does not qualitatively alter this trend, and only slightly increases the

maximum observed for the case with IV alone. Neither does the inclusion of HI a↵ect

the shear rate at which overshoot is first observed. While both ⌘p and  1 exhibit an

overshoot for the ✏ = 1 case, these observables vary di↵erently for the higher value of

the internal viscosity parameter. As seen from Fig. 4.6 (a), ⌘p for the ✏ = 10 case (with

and without HI) does not show any overshoot (the ordinate never crossing 1), but rather

oscillates once, i.e, goes through a local maximum and a minimum, before a gradual

approach to steady state. From Fig. 4.6 (b), it is seen that  1 for ✏ = 10 exhibits a slight

overshoot only in the presence of HI, whereas for the free-draining case at the same value

of the IV parameter,  1 goes through a single oscillation before attaining steady-state.

While the Gaussian approximation includes fluctuations in the internal viscosity, it is an

‘uncontrolled’ approximation (Prakash and Öttinger, 1999), in the sense that though it is

exact to first order in the perturbation parameter, it includes infinitely many unspecified

higher order terms. The results of BD simulations, on the other hand, are an exact solution

of the governing equation.

Transient second normal stress coe�cient

In Fig. 4.7, the second normal stress coe�cient [defined in Eq. (2.14)] is plotted as a

function of strain. It is observed that  2 evolves non-monotonically, and settles to zero

as its steady-state value, within statistical error bars of the simulation. Therefore,  2 has

been scaled using the steady-state value of the first normal stress coe�cient,  +1 (t ! 1).

Increasing the value of the IV parameter increases the amplitude of oscillations in  2.

Furthermore, it is seen that the e↵ect of HI on  2 is minimal, becoming stronger as the

value of the internal viscosity parameter is increased.



80
Rheological consequences of internal friction and hydrodynamic interactions in a

dumbbell model

0 2 4 6 8 10

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

Figure 4.7: Influence of h⇤ and ✏ on the second normal stress coe�cient of FENE

dumbbells with b = 100. The hydrodynamic interaction parameter in these simulations is

h⇤ = 0.3. In each case, +2 is normalized by the steady-state value of the first normal stress

coe�cient,  +1 (t ! 1), obtained at the same shear rate, and ✏ and h⇤, as the transient data

themselves. Error bars are smaller than symbol size.
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4.3.3 Steady-shear results

Zero-shear rate properties

The dimensionless zero-shear rate viscosity, ⌘⇤p,0, is obtained from BD simulations by

taking an error-weighted mean of the viscosity at the four lowest shear-rates that were

simulated, i.e, 0.01, 0.03, 0.05 and 0.07, after verifying that shear-thinning had not set in

at these shear-rates.

Using a Gaussian approximation (GA) analysis on Hookean dumbbells with internal

viscosity, Schieber (1993) has shown that zero-shear rate properties are una↵ected by

internal viscosity. To test this prediction for the case of FENE dumbbells, the viscosity

and first normal stress coe�cient are plotted as a function of dimensionless shear rate, in

Fig. 4.8, for various values of ✏ and h⇤. From Fig. 4.8 (a) it can be seen that for cases with

internal viscosity alone, the zero-shear rate viscosity remains una↵ected by ✏. However,

in the presence of internal viscosity and hydrodynamic interactions, the zero-shear rate

viscosity no longer remains independent of ✏. Even though h⇤ is constant, the coupling

of HI and IV induces an internal viscosity dependence on ⌘⇤p,0. A plot for the first normal

stress coe�cient, as shown in Fig. 4.8 (b), seems to reveal a similar trend regarding the

constancy of the zero-shear rate value in the presence of internal viscosity alone. With

the inclusion of hydrodynamic interactions, however,  ⇤1,0 ceases to be independent of ✏.

The coupling of HI and IV seems to lead to a more dramatic dependence of  ⇤1,0 on ✏,

than that observed for ⌘⇤p,0. It is worth noting that the fluctuations in  ⇤1 at �H�̇ < 0.1

necessitate a time-averaging algorithm for calculating the ensemble average at low shear

rates, as detailed below.

For a dimensionless shear rate of 0.05 and representative values of ✏ and h⇤, the

transient behavior of the viscosity and the first normal stress coe�cient is compared in

Fig. 4.9(a). It can be seen that the standard deviation of the first normal stress coe�cient

is significantly higher than that for viscosity. Additionally, it was observed that the

fluctuations in  ⇤1 are noticeable at both low and high values of the IV parameter. In

Fig. 4.9 (b), the first normal stress coe�cient calculated for the same conditions as in

part (a) are compared for two di↵erent sizes of the ensemble. It is seen that even as the

ensemble size is increased ten-fold, fluctuations in ⇤1 persist. To obtain a reliable estimate

of the steady-state value of  ⇤1, a time-averaging of the data points was carried out, after

the stationary state is reached (the threshold value is 15 dimensionless time units for the

case considered in Fig. 4.9 (b)). The horizontal line in Fig. 4.9 (b) represents the mean

value obtained from such an averaging procedure, and the thickness of the line indicates

the error in the mean. The steady-state value of the first normal stress coe�cient for
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Figure 4.8: (a) Polymer contribution to viscosity at low shear rates. (b) First normal

stress coe�cient at low shear rates. The hydrodynamic interaction parameter in these

simulations is h⇤ = 0.3. Error bars are smaller than symbol size.
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Figure 4.9: (a) Transient viscosity and first normal stress coe�cient estimated from

an ensemble of approximately 1 million data points. (b) Time-averaging procedure to

estimate the steady-state value of the first normal stress coe�cient.
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dimensionless shear rates lower than 0.1 was calculated in this manner, with an ensemble

size of O(107). For the viscosity, there is no statistically discernible di↵erence between

data sampled from an ensemble of the order of one million or ten million data points.

The steady-state value of the second normal stress coe�cient is zero within

statistical error bars of the simulation, for free-draining dumbbells with and without the

inclusion of internal viscosity, as observed from the transient simulations at large times.

With the inclusion of hydrodynamic interactions, however, small negative values for  2

are obtained at low shear rates, for cases with and without internal viscosity. At higher

shear rates,  2 is zero for all the di↵erent parameters considered in this work. A similar

trend in the variation of  2 with the shear rate, for models with fluctuating hydrodynamic

interactions, has been noticed by Zylka (1991) in his work on bead-spring chains.

Calculation of zero-shear rate viscosity from the relaxation modulus and the stress jump

It is known from linear viscoelastic fluid theory that the zero-shear rate viscosity can be

calculated by integrating the relaxation modulus, G(t), with respect to time (Rubinstein

and Colby, 2003). That is,

⌘0 =

Z 1

0
G(t)dt (4.31)

The general form of the relaxation modulus of a polymer solution can be expressed as

the sum of an elastic part, Gel(t) (corresponding to a slow decay in stress), and a singular

part (accounting for the viscous portion) that captures the instantaneous response of the

solution to a stress (Bird et al., 1987a; Hua et al., 1996),

G(t) = Gel(t) + 2⌘v �(t) (4.32)

For models without internal viscosity, ⌘v = ⌘s, but as will be discussed later in this section,

⌘v > ⌘s for models that incorporate IV.

Schieber and coworkers (Hua et al., 1996) have used BD simulations to estimate

the relaxation modulus of Hookean dumbbells with IV, from the stress relaxation that

follows from an instantaneous step-strain in shear (Hua and Schieber, 1995). They find

excellent agreement between the G(t) obtained using such a procedure and that obtained

from linear-response theory, and observe that the latter method is computationally more

e�cient and accurate. It is worth noting, however, that both the approaches are unable

to capture the singular portion in G(t). In our simulations, G⇤el(t
⇤) is obtained using

linear response theory, i.e, the Green-Kubo relationship, which is based on the stress-

autocorrelation of an ensemble of dumbbells at equilibrium,

G⇤el(t
⇤) =

Gel(t⇤)
npkBT

=
D
⌧⇤p,yx(t

⇤)⌧⇤p,yx(0)
E

eq
(4.33)
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(a)

(b)

Figure 4.10: Elastic component of the relaxation modulus as a function of dimensionless

time. (a) E↵ect of internal viscosity at a fixed value of the hydrodynamic interaction

parameter, h⇤. The solid line is a single exponential fit [see Eq. (4.34)] with ⌧ = 1.48. The

dashed line is a stretched exponential [see Eq. (4.35)] with ⌧k = 1.26 and m = 0.85. (b)

E↵ect of hydrodynamic interactions at a fixed value of the internal viscosity parameter, ✏.

Dotted lines are drawn to guide the eye. Error bars are smaller than symbol size.
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In Fig. 4.10, the elastic component of the relaxation modulus calculated in this manner has

been plotted against dimensionless time, for various values of ✏ and h⇤. The area under the

curve represents ⌘⇤,el
p,0 , the dimensionless elastic contribution to the zero shear viscosity. In

Fig. 4.10 (a), the e↵ect of varying ✏ on G⇤el(t
⇤) at a fixed value of h⇤ has been captured. As

the internal viscosity is increased, it is seen that the area under the curve decreases, and

the relaxation slows down. On the other hand, increasing the strength of hydrodynamic

interactions while keeping ✏ constant also slows the decay of G⇤el(t
⇤), but increases ⌘⇤,el

p,0 , as

seen from Fig. 4.10 (b). The integration of the relaxation modulus required in Eq. (4.31)

is simplified if an analytical fit can be obtained to the G⇤el(t
⇤) data. For small values of ✏,

a single exponential of the form

G⇤el(t
⇤) =

Gel(0)
npkBT

exp(�t⇤/⌧) (4.34)

where ⌧ is an adjustable parameter, produces a good fit, as seen in Fig. 4.10 (a) for ✏ = 1.0.

For large values of ✏, it is found that a stretched exponential of the form,

G⇤el(t
⇤) =

Gel(0)
npkBT

exp [(�t⇤/⌧k)m] (4.35)

provides a more accurate fit to the data than does the single exponential. Here, ⌧k and m

are fitting parameters. This is seen from Fig. 4.10 (b) for ✏ = 10.0.

Gerhardt and Manke (1994) have shown analytically that the instantaneous stress-

jump observed as a polymer solution is subject to the start up of shear flow is identically

equal to the singular portion in Eq. (4.32), for linear viscoelastic fluids. As noted

previously, since models with IV show a stress jump in ⌘+p , it follows from Gerhardt and

Manke’s work that the numerical prefactor, ⌘v, to the Dirac delta function in G(t) must be

greater than ⌘s, and in fact, the polymer contribution to the stress jump, ⌘jump, is given by

⌘jump = ⌘v � ⌘s (4.36)

The polymer-contribution to zero-shear rate viscosity, ⌘p,0, can then be written as

⌘p,0 ⌘ ⌘0 � ⌘s =

"Z 1

0
G(t)dt

#
� ⌘s

=

Z 1

0+
Gel(t)dt + 2

Z 1

0
⌘v �(t)dt � ⌘s

= ⌘el
p,0 + ⌘jump (4.37)

where ⌘el
p,0 =

R 1
0+ Gel(t)dt, and 2

R 1
0 ⌘v �(t)dt = ⌘v.

The zero-shear rate viscosity calculated in this manner is compared against the value

obtained from direct BD simulations in Table 4.1, for various values of the internal
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Table 4.1: Zero-shear rate viscosity of FENE dumbbells with b = 100 for various values

of the internal viscosity parameter, ✏ and the hydrodynamic interaction parameter, h⇤,

calculated from Eq. (4.37) and BD simulations. Dimensionless quantities are denoted

with an asterisk as a superscript.

h⇤ = 0

✏ ⌘⇤,el
p,0 ⌘⇤jump ⌘⇤p,0 = ⌘

⇤,el
p,0 + ⌘

⇤
jump ⌘⇤p,0 from BD

0.0 0.951 ± 0.003 0 0.951 ± 0.003 0.954 ± 0.003

0.1 0.918 ± 0.001 0.0346 ± 0.0006 0.952 ± 0.001 0.956 ± 0.003

0.5 0.8275 ± 0.0009 0.1270 ± 0.0003 0.954 ± 0.001 0.953 ± 0.003

1.0 0.7580 ± 0.0009 0.1905 ± 0.0002 0.9485 ± 0.0009 0.956 ± 0.002

10.0 0.5982 ± 0.0005 0.3464 ± 0.0003 0.9445 ± 0.0006 0.952 ± 0.001

h⇤ = 0.3

✏ ⌘⇤,el
p,0 ⌘⇤jump ⌘⇤p,0 = ⌘

⇤,el
p,0 + ⌘

⇤
jump ⌘⇤p,0 from BD

0.0 1.358 ± 0.002 0 1.358 ± 0.002 1.363 ± 0.003

0.1 1.326 ± 0.002 0.0359 ± 0.0001 1.362 ± 0.002 1.363 ± 0.003

0.5 1.223 ± 0.002 0.1466 ± 0.0002 1.369 ± 0.002 1.371 ± 0.002

1.0 1.137 ± 0.001 0.2391 ± 0.0002 1.376 ± 0.001 1.373 ± 0.002

10.0 0.8353 ± 0.0006 0.5626 ± 0.0004 1.3979 ± 0.0007 1.409 ± 0.001

viscosity and the hydrodynamic interaction parameter. We see that there is a good

agreement between the values obtained by these two di↵erent approaches, and in some

sense validates both the estimation of the zero-shear rate viscosity from BD simulations,

and the estimation of the relaxation modulus.

Stress tensor components

Even away from the linear viscoelastic regime, there exist separate contributions to the

stress tensor for models with internal viscosity. As briefly discussed in Section 4.2, the

second and third terms on the right hand side of Eq. (4.25) together represent the elastic

contribution to the stress tensor, while the last term represents the viscous (dissipative)

contribution. Mackay et al. (1992) have devised experimental techniques involving the

cessation of flow to separately identify elastic and dissipative contributions to the total

polymer shear stress, and present results for semidilute xanthan gum solutions (Liang

and Mackay, 1993). The predictions of our model, however, are valid only for dilute
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polymer solutions, and hence cannot be compared directly with their experimental results.

Nonetheless, it is worthwhile examining the two contributions, as they provide interesting

insights into the roles played by internal viscosity and hydrodynamic interactions in

a↵ecting the steady-shear stress field of dilute polymer solutions.

In Fig. 4.11 (a), the steady-state dissipative contribution to the shear-component of

the stress tensor
⇣
⌧d

p,yx

⌘
is plotted as a function of shear rate. For a fixed value of h⇤, it is

seen that an increase in the internal viscosity parameter from ✏ = 0.1 to ✏ = 10.0 results

in a significant increase in the dissipative contribution to shear stress.

The e↵ect of hydrodynamic interactions on ⌧d
p,yx, however, is less pronounced. At

a constant value of ✏, an increase in h⇤ (from 0 to 0.3) increases the stress marginally at

lower shear rates, and ceases to a↵ect the stress field significantly at higher shear rates.

The reason for this behavior is well established (Zylka and Öttinger, 1989; Zylka, 1991)

and can be understood by examining the role of hydrodynamic interactions at low and

high shear rates. At low shear rates, the beads of the dumbbell are closer to each other,

and there is a significant contribution to the hydrodynamic interaction force, as is clear

from the form of the HI tensor given by Eq. (2.7) of Chapter 2. At higher shear rates,

the connector between the beads is expanded, resulting in lower contributions to the HI

tensor, and the viscometric functions tend to approach their free-draining values. This

trend for the e↵ect of HI is also true for the other steady-shear observables measured in

our work, as will be seen in the following sections.

In Fig. 4.11 (b), the variation of the steady-state elastic contribution to the shear-

component of the stress tensor
⇣
⌧e

p,yx

⌘
is plotted as a function of shear rate. When the

value of h⇤ is fixed, and ✏ is increased from 0.1 to 10, the elastic contribution to shear

stress decreases markedly. The inclusion of hydrodynamic interactions, at a constant

value of the IV parameter, has a less perceptible e↵ect on ⌧e
p,yx.

Fig. 4.12 shows the variation of the total shear stress, which is a sum of the elastic

and dissipative components examined in Fig. 4.11, with the shear rate. At low shear rates,

the total stress for ✏ = 0.1 slightly exceeds that for ✏ = 10.0. There is a crossover region

at approximately �H�̇ ⇡ 4, after which the total stress for a higher value of ✏ exceeds

that for lower ✏. Such a crossover appears to indicate that the predominant contribution

to the total stress at lower shear rates arises from the elastic component (which is higher

for low values of ✏), whereas at higher shear rates, the dissipative component (which is

higher for higher values of ✏) contributes more significantly to the total stress. The inset

in Fig. 4.12 shows the e↵ect of hydrodynamic interactions (with h⇤ = 0.3) on the total

stress, at ✏ = 10.0. The trend is similar to that observed for the e↵ect of HI on ⌧d
p,yx and
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Figure 4.11: E↵ect of internal viscosity and hydrodynamic interactions on (a) dissipative

and (b) elastic portions of the yx-component of the polymer contribution to the stress

tensor, as a function of shear-rate. Error bars are smaller than symbol size.
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Figure 4.12: Total shear stress, ⌧p,yx, as a function of shear rate for various values of ✏ and

h⇤. Error bars are smaller than symbol size.

⌧e
p,yx, with HI contributing to a small increase in stress compared to the free-draining case

at lower shear rates, and weakening in e↵ect at higher shear rates.

Shear-thinning of ⌘p and  1

To examine the steady-state behavior of the viscosity and first normal stress coe�cient,

both these quantities are plotted as a function of dimensionless shear rate in Figs. 4.13

and 4.14, respectively, for various values of ✏ and h⇤.

Figure 4.13 (a) shows that hydrodynamic interactions enhance the zero-shear rate

viscosity and push the onset of shear-thinning to lower shear rates. At higher shear

rates, however, hydrodynamic interactions do not have a significant e↵ect on the viscosity.

Internal viscosity, on the other hand, leaves the zero-shear rate viscosity unperturbed, but

quickens the onset of shear-thinning to low shear rates. At higher shear rates, however,

internal viscosity is seen to slow down shear-thinning, as evidenced by the crossover

between the ✏ = 1 and the pure FENE case.

In Fig. 4.13 (b), the viscosity at high shear rates is plotted for three values of the

internal viscosity parameter, to quantify the rates of shear thinning for the various cases.

The FENE-P model predicts that the shear-thinning of viscosity follows a power law
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Figure 4.13: Plots of steady-shear viscosity for FENE dumbbells with b = 100. (a) E↵ect

of IV and HI on shear-thinning and zero-shear rate viscosity at low and moderate shear

rates. (b) E↵ect of IV on the shear-thinning exponent, at high shear rate. Errorbars are

smaller than symbol size.
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Figure 4.14: Plots for steady-shear first normal stress coe�cient. (a) E↵ect of IV and

HI on the zero-shear rate value, and shear-thinning at low and moderate shear rates. (b)

E↵ect of IV on the shear-thinning exponent, at high shear rates. Error bars are smaller

than symbol size.
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behavior (Bird et al., 1987b), with an exponent of � (2/3). Exact BD simulations of

a FENE dumbbell lead to an exponent of �0.634(7), as seen from Fig. 4.13(b). As

the IV parameter is increased, viscosity decreases less steeply with the shear rate, and

the magnitude of the shear-thinning exponent decreases. A coupling between internal

viscosity and finite extensibility appears to determine the rate at which the viscosity

decreases with shear rate in the asymptotic limit. The inclusion of hydrodynamic

interactions does not significantly change the shear-thinning exponent (not shown in

figure). The shear-thinning exponent for the ✏ = 10 case is roughly �1/3, which

corresponds to the exponent for the rigid dumbbell model. It is worth noting that the

�1/3 exponent is observed at su�ciently high shear rates, even for larger values of the

FENE parameter. Section 4.3.4 contains a more detailed comparison between the FENE

dumbbells with high IV and the rigid dumbbell model.

Similar to the trend observed for the polymer contribution to the viscosity, we

see from Fig. 4.14 (a) that hydrodynamic interactions increase the zero-shear rate first

normal stress coe�cient and quicken the onset of shear-thinning. Also, the e↵ect of

hydrodynamic interactions becomes less perceptible at higher shear rates. In a deviation

from the trend observed for viscosity, the first normal stress coe�cient for the cases with

and without internal viscosity scale identically with shear rate at higher shear rates, as

observed from the lack of a crossover between the ✏ = 1 and the pure FENE case. The

asymptotic scaling of  1 with shear rate is captured more clearly in Fig. 4.14 (b), where

the shear-thinning at high shear rates has been quantified using the slope of the curve. It is

seen that there is no significant e↵ect of the IV parameter on the shear thinning exponent

for  1, in stark contrast to the dependence of the shear-thinning exponent on IV for

viscosity. The FENE-P model predicts a shear-thinning exponent (Bird et al., 1987b) of

� (4/3) for  1, which is twice the shear-thinning exponent for the viscosity. As seen from

the figure, a slope of �1.282(6) is obtained for the ✏ = 1.0 case, which is also roughly the

slope for the FENE dumbbell without internal viscosity, and twice the value of the shear-

thinning exponent for the viscosity of the FENE dumbbell. Furthermore, the inclusion

of hydrodynamic interactions is not seen to distinctly a↵ect the shear-thinning exponent.

Figures 4.15, which examine the shear rate-dependence of both the viscosity and the first

normal stress coe�cient on the FENE parameter (for free-draining dumbbells), display

significant di↵erences in the behavior of both viscometric functions. The steady-shear

values of these two viscometric functions are plotted for various values of the FENE

parameter, at a fixed value of the internal viscosity parameter (✏ = 10). Two limiting

conditions arise in this discussion, that of the high shear rate limit (�̇ ! 1), and the

Hookean limit (b ! 1). Since the b ! 1 limit is a singular one, the order in which
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Figure 4.15: E↵ect of FENE parameter on the steady-shear viscometric functions for

free-draining dumbbells with ✏ = 10: (a) dimensionless viscosity as a function of

dimensionless shear rate, (b) dimensionless first normal stress coe�cient as a function

of dimensionless shear rate. Error bars are smaller than symbol size.
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these limits are taken matters. Note that the averaging technique described in Fig. 4.9 (b)

has been used to obtain the steady-state value for the first normal stress coe�cient at

�H�̇ < 0.1 for all the values of the FENE parameter plotted in Fig. 4.15 (b). For the

lowest value of the FENE parameter (b = 100) examined in Fig. 15 (a), two shear-thinning

regimes are observed for the viscosity, separated by a shear-thickening regime. Since any

finite value of the FENE parameter, no matter how large, is indicative of a nonlinear

spring, its finite extensibility will cause both ⌘p and  1 to eventually shear thin at large

enough shear rates. This can be seen in Fig. 15 (a), where it is clear that increasing

the value of b causes the power law region to be pushed to larger �̇. It appears that the

shear-thinning exponent at su�ciently large �̇ is likely to be independent of b. If the

FENE dumbbell is allowed to approach the Hookean limit, i.e; b! 1 (which, as noted is

singular), we anticipate that there would be no shear-thinning at high shear rates, but only

shear-thickening. Internal viscosity-induced shear thickening has also been observed by

Hua and Schieber (1995), who noticed that the inclusion of internal viscosity for Hookean

dumbbells results in shear-thinning at lower shear rates followed by shear-thickening at

higher shear rates. They do not observe a second shear thinning regime, as expected for

Hookean dumbbells. They also observe that an increase in the IV parameter shifts the

onset of shear-thickening to lower shear rates.

The pattern of shear-thinning-thickening-thinning is strikingly similar to that

previously reported by Kishbaugh and McHugh (1990) and Prabhakar and Prakash

(2006) in their work on multi-bead chains with finitely extensible springs in the presence

of hydrodynamic interactions. In the Hookean limit, and in the presence of hydrodynamic

interactions, they also observe an indefinite shear-thickening of viscosity which follows

the initial shear-thinning. The thinning of viscosity at high shear rates has been attributed

by these authors to the finite extensibility of the spring. It is known that the inclusion of

hydrodynamic interactions results in a shear-thinning for Hookean dumbbells (Zylka and

Öttinger, 1989), and only induces a shear-thickening in bead-spring chains which have

six or greater beads (Zylka, 1991). As discussed in section 4.3.3, for models with HI,

the viscometric functions at high shear rates tend towards their values in the free-draining

limit. For dumbbells (N = 2), the Rouse viscosity (free-draining) is lower than the Zimm

viscosity (pre-averaged hydrodynamic interactions), and hence there is a shear-thinning

when hydrodynamic interactions are included. For N � 6, the Rouse viscosity is higher

than the Zimm viscosity, and consequently, the viscosity tends towards the higher Rouse

value at higher shear rates, resulting in shear-thickening.

In contrast, internal viscosity is seen to cause shear-thickening even for the dumbbell

case. The physical mechanism behind internal viscosity-induced shear thickening remains
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unclear. Manke and Williams have analyzed the transient stress response of multi-bead

models with internal viscosity (Manke and Williams, 1989) using the LRV approximation,

in the low ✏ regime. However, they do not present the steady-shear viscosity of these

dumbbells as a function of shear rate, and we are currently unable to comment on the

existence of shear-thickening of viscosity in multi-bead chains with internal viscosity.

Furthermore, the failings of the LRV approximation are well-documented (Manke and

Williams, 1988; Dasbach et al., 1992), and a rigorous treatment of the multi-bead model

with internal viscosity is needed to draw meaningful conclusions about its steady-shear

response. In Fig. 4.15 (b), for the lowest value of the FENE parameter (b = 100), it is seen

that the first normal stress coe�cient exhibits a continuous shear-thinning. An increase in

the extensibility of the spring results in the appearance of a plateau in  1, followed by a

second shear-thinning regime. Higher values of the FENE parameter pushes the onset of

the second shear-thinning regime to higher shear rates, while widening the range of shear-

rates over which the plateau is observed. In the Hookean limit, i.e; b! 1, we expect the

second shear-thinning regime to vanish completely. This is in accord with the results of

Hua and Schieber (1995), who observe a plateauing in  1 for Hookean dumbbells with

internal viscosity. They also notice that an increase in the IV parameter causes the plateau

to appear at lower shear rates.

4.3.4 Comparison of a model with large IV parameter with a rigid
dumbbell model

There has been significant interest in the literature, Manke and Williams (1986,

1989, 1991, 1993) in approximating rheological properties—such as shear and complex

viscosity —of rigid dumbbells with flexible polymer models using an infinitely high value

of the IV parameter. Manke and Williams (1986) argue that with an increase in the value

of the IV parameter, the timescale for the stretching of the dumbbell also increases. As

✏ ! 1, the dumbbells rotate and orient themselves much quicker than the time needed

for their stretching. Essentially, such a high value of ✏ “freezes” the stretching of the

dumbbell’s connector vector, so their lengths retain the original distribution they were

sampled from.

In this section, predictions by a FENE dumbbell model with a high value of the IV

parameter (✏ = 10) is compared against that by a rigid dumbbell for three observables,

namely, the relaxation modulus, the stress jump, and the steady-shear viscosity. For a

monodisperse ensemble of rigid dumbbells of length L, the relaxation modulus, Guni(L, t),
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Figure 4.16: Elastic component of the relaxation modulus for free-draining FENE

dumbbells with b = 100 and ✏ = 10. The dotted line corresponds to Eq. (4.38) with

L =
p
< Q2 >eq, without the singularity. The solid line is a plot of Eq. (4.40), without the

singularity. Error bars are smaller than symbol size.

is given by (Bird et al., 1987a)

Guni(L, t)
npkBT

= 2
 

⌘s

npkBT
+

2
5
�R

!
�(t) +

3
5

exp (�t/�R) (4.38)

where the rod relaxation time, �R = ⇣L2/12kBT . Hua et al. (1996) showed that the

relaxation modulus of a Hookean dumbbell model with a large value of the IV parameter

(✏ = 10) is well approximated by GH,mix(t), which is the relaxation modulus of a rigid

dumbbell model with a mixture of lengths. GH,mix(t) is calculated by convolving Guni(L, t)

with the equilibrium distribution function for Hookean dumbbells.

Following the approach of Hua et al. (1996), the relaxation modulus for a system

of rigid dumbbells whose lengths are sampled from a FENE distribution, Gmix(t), is given

by the following expression

Gmix(t)
npkBT

=

Z
Guni(L, t)

npkBT
 ⇤eq(Q⇤)dQ

⇤ (4.39)

where  ⇤eq(Q⇤) ⌘
⇣
1/J⇤eq

⌘ h
1 �

⇣
Q⇤2/b

⌘ib/2
is the equilibrium configurational distribution

function for an ensemble of FENE dumbbells, with the normalization constant given by
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J⇤eq = 2⇡b3/2B(3/2, ((b+2)/2)) where B(.., ..) is the beta function (Abramowitz and Stegun,

1972). The integral in Eq. (4.39) can be evaluated by converting to spherical co-ordinates,

as shown below

Gmix(t)
npkBT

= 4⇡
Z 1

0

Guni(L, t)
npkBT

 ⇤eq(Q⇤)Q⇤2dQ⇤

= 2
" 

⌘s

npkBT

!
+

2
5

 
b

b + 5

!
�H

#
�(t) +

3
5

h
y1(t) + c2q3/2(t)y2(t)

i

= 2
 
⌘s + ⌘jump,rigid

npkBT

!
�(t) +

Gmix
el (t)

npkBT
(4.40)

where q(t) = 3t/�Hb and

y1(t) = 1F1

 
�

 
b + 3

2

!
;�0.5;�q(t)

!

y2(t) = 1F1

 
�b

2
; 2.5;�q(t)

!

c2 =
4
p
⇡

3B(3/2, ((b + 2)/2))

(4.41)

1F1 is the confluent hypergeometric function of the first kind, defined by

1F1(c; d; x) =
1X

k=0

(c)k

(d)k

xk

k!
(4.42)

(c)k and (d)k are Pochhammer symbols defined by

(y)m =
�(y + m)
�(y)

(4.43)

where �(.) is the gamma function (Abramowitz and Stegun, 1972).

In Fig. 4.16, the elastic component of the relaxation modulus for free-draining FENE

dumbbells with an internal viscosity parameter of ✏ = 10 is plotted as a function of

dimensionless time. There appears to be good agreement with the elastic component of

Gmix(t). Furthermore, it is observed that an attempt to fit the elastic portion of Guni(L, t),

with L equal to the equilibrium length of the FENE dumbbells with ✏ = 10, does not

produce a good fit. Thus, at equilibrium, an internal viscosity parameter ✏ = 10 appears

to be su�cient to capture rigid dumbbell behavior. In the presence of flow, however, the

dumbbell lengths are not completely frozen when an IV parameter of ✏ = 10 is used, and

a comparison with rigid dumbbell models is harder to draw. From Eq. (4.37) and (4.40),

the stress jump for a rigid dumbbell system, with a FENE distribution of lengths, is given

by
⌘jump,rigid

npkBT�H
=

2
5

 
b

b + 5

!
(4.44)
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The analytical prediction of the same quantity for an ensemble of FENE dumbbells

with IV is given by Eq. (4.28). Comparing the two equations shows that the stress

jump predictions will be identical for the two models only in the limit of ✏ � 1.

Using ✏ = 10, the stress jump prediction for the model with IV [⌘⇤jump,IV = 0.346(3)]

is within 10% of that predicted by the rigid dumbbell model [⌘⇤jump,rigid = 0.381],

for b = 100. Using an approximate analytical model, Manke and Williams (1986)

establish a rheological equivalence between a rigid dumbbell system and an ensemble

of monodisperse dumbbells with an infinite value of the IV parameter, and argue that an

ensemble of Hookean dumbbells with an infinite value of the internal viscosity parameter

should resemble the viscometric functions of an ensemble of rigid dumbbells, at least

qualitatively. Exact BD simulations on dumbbells with a high value of the IV parameter

undergoing shear flow, however, paint a di↵erent picture (Hua and Schieber, 1995).

100 102

10-1

100

Figure 4.17: Normalized shear viscosity as a function of dimensionless shear rate, for

di↵erent values of the FENE parameter, for free-draining dumbbells with and without

internal viscosity. The internal viscosity parameter used in these simulations is ✏ = 10.

Error bars are smaller than symbol size.

We know from the work of Stewart and Sorensen (1972) that the steady-shear

viscosity profile of rigid dumbbells has an initial Newtonian plateau followed by shear-
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thinning with an exponent of � (1/3). Hookean dumbbells with a high value of the IV

parameter, on the other hand, display shear-thickening at high shear rates, as shown in

Fig. 4.15 (a). Therefore, we do not have su�cient reason to believe that increasing the

value of the IV parameter to higher values for a Hookean dumbbell model would bring a

qualitative similarity with rigid dumbbell behavior.

With reference to the discussion surrounding Fig. 4.15 (a), Kishbaugh and

McHugh (1990) and Prabhakar and Prakash (2006) observe for multi-bead chains (with

finitely extensible springs and hydrodynamic interactions) that as the FENE parameter is

decreased below a threshold value, the inflection point in the curve is seen to vanish, and

only a continuous shear-thinning regime is observed, after an initial Newtonian plateau at

low shear rates. The similarity between their system and that of a FENE dumbbell model

with IV in the limit of a high value of b suggests that a similar trend would be observed

in the low b limit as well.

In Fig. 4.17, the polymer contribution to shear viscosity (normalized by the zero-

shear rate value) is plotted against the dimensionless shear rate, for various values of

the FENE parameter, for free-draining dumbbells with and without internal viscosity. It

is observed that at high shear rates, the viscosity of FENE dumbbells without internal

viscosity scales roughly as �0.63(3) with respect to the shear rate, for the three values of

the FENE parameter considered here. As noted previously in the discussion surrounding

Fig. 4.13 (b), this is in agreement with the FENE-P model prediction (Bird et al., 1987b),

which assigns a shear-thinning exponent of � (2/3) at high shear rates, irrespective of

the value of the FENE parameter. For models with internal viscosity (✏ = 10), the shear-

thinning exponent for viscosity in all the three cases is roughly �0.3(2). Interestingly,

decreasing the value of the FENE parameter from b = 50 to b = 10 leads to the

disappearance of the inflection point, and a smooth shear-thinning of viscosity is observed

in the asymptotic limit of high shear rates. While su�ciently decreasing the value of

the FENE b parameter, and increasing the IV parameter ✏, leads to the disappearance

of the shear thickening regime, and to a power law shear thinning exponent that is the

same as that for a bead-rod model, it is not clear however, if the entire curve for the

FENE dumbbell model coincides with that for the bead-rod model over all values of

shear rate. Bead-rod results cannot be reported in Fig. 4.17 since the relaxation time

�H is not appropriate for non-dimensionalizing the shear rate in that case. The relevant

relaxation time is the bead-rod relaxation time �R (= ⇣Q2
0/12kBT ), introduced previously

in Eq. (4.38), but defined here for a rod of length Q0 in place of L. Using �R to

non-dimensionalize FENE dumbbell results does not pose a problem, and as a result,

the viscosity ratio for the FENE dumbbell model for various values of b and ✏ can be
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Figure 4.18: Normalised shear viscosity as a function of dimensionless shear rate (non-

dimensionlised with the bead-rod relaxation time), for free-draining FENE dumbbells

with b = 1 and b = 10, with and without internal viscosity. (a) Comparison with rigid

dumbbell results reported in Stewart and Sorensen (1972). Data corresponding to the

empty diamonds ( ) have been taken from Table II of Stewart and Sorensen (1972),

while the filled diamonds ( ) have been obtained the expression for the asymptotic values

of the viscosity ratio at high shear rates (Eq. (17) of Stewart and Sorensen (1972)). (b)

Comparison with the results of the bead-string model (b = 0) reported in Warner (1972),

at small values of shear rate. Error bars are smaller than symbol size.
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compared with bead-rod results over a wide range of shear rates, as shown in Figs. 4.18.

The values of the viscosity ratio for the bead-rod model are taken from Stewart and

Sorensen (1972) who report data in the form of a Table for �R�̇ . 100 (see Table II in

Stewart and Sorensen (1972)) and as an analytical expression for asymptotic values of the

ratio at high shear rates (see Eq. (17) in Stewart and Sorensen (1972)).

There are several points that are worth noting in Fig. 4.18 (a), and they are discussed

in turn. Both the b = 10 and b = 1 curves have the same asymptotic shear thinning slope

of �(1/3) as the bead-rod model for ✏ � 10 (as noted previously), but they lie above the

bead-rod curve at all values of the shear rate. When ✏ is set equal to zero, the asymptotic

shear thinning exponent for the FENE dumbbell model becomes �(2/3), and as a result,

curves for both b = 10 and b = 1 cross the bead-rod curve at large enough shear rates

due to the enhanced shear thinning. An important point to note here is that the notion of

the FENE dumbbell model as a coarse-grained representation of a bead-rod chain is no

longer tenable for small values of b (Underhill and Doyle, 2004; Pham et al., 2008), and

their use here should be viewed as merely an examination of a phenomenological model

that could serve as a substitute for the bead-rod model. A problem with decreasing values

of b is, however, that accurate results require smaller and smaller values of the time step.

In his early investigation of FENE dumbbell models, Warner (1972) introduced the

notion of a bead-string model that corresponds to the limit b = 0, in which the force is

negligible until a finite length. This is clearly as small a value as b can take, and in this

limit Warner (1972) derived a power series expansion for the polymer contribution to

viscosity up to second order in the non-dimensional shear rate (see Eq. (23) in Warner

(1972)). Fig. 4.18 (b) compares the viscosity ratio predicted by the bead-string, bead-rod

and FENE dumbbell models for small values of shear rate. It is apparent that the extent of

shear thinning is nearly independent of the value of b at very small shear rates, and that

the bead-rod model shear thins more rapidly than the FENE dumbbell model at any value

of b. One can consequently conclude that while the asymptotic shear thinning exponent is

identical for bead-rod and FENE dumbbell models for small values of b and large values

of ✏, the onset of shear thinning occurs at smaller shear rates for the bead-rod model,

causing the viscosity curves for the two models to diverge.

The rigid dumbbell model (Stewart and Sorensen, 1972) predicts a shear-thinning

exponent of � (4/3) for  1, which is four times the shear-thinning exponent for the

viscosity. From the variation in the first normal stress coe�cient as a function of shear

rate (not plotted here), a shear-thinning exponent of approximately �1.2(6) is obtained for

the entire parameter set used in Fig. 4.17, which is roughly four times the shear-thinning

exponent for viscosity.
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4.4 Conclusions
Using a dumbbell model of a polymer that accounts for the finite extensibility of the

spring, we have examined the e↵ect of fluctuating internal viscosity and hydrodynamic

interactions on a range of rheological properties. This model may be viewed as a

preliminary pedagogical tool for capturing the influence of these phenomena on key

rheological observables. The results presented in this chapter have been published in

Kailasham et al. (2018). The important results of our study are summarised below.

1. The most significant e↵ect of hydrodynamic interactions is the magnification of the

stress jump in dilute polymer solutions in comparison to the free-draining case, a

finding that concurs with analytical predictions.

2. The zero-shear rate viscosity can be expressed as the sum of an elastic component

(the integral of the relaxation modulus) and a viscous component (the stress jump).

Values calculated in this manner have been compared against BD simulations and

are in good agreement.

3. The zero-shear rate viscometric functions are practically independent of the internal

viscosity parameter, for free-draining dumbbells. The inclusion of hydrodynamic

interactions, however, induces a non-trivial coupling with internal viscosity, and

consequently, the zero-shear rate properties display a dependence on both the HI

and the IV parameter.

4. Hydrodynamic interactions alter the transient viscometric functions perceptibly.

However, their e↵ect on the steady-shear properties are less marked, with the e↵ect

of HI weakening at higher shear rates.

5. Overshoots in viscosity and the first normal stress coe�cient occur at progressively

earlier times as the shear rate is increased, yet the strain at which overshoot occurs

remains roughly constant over a wide range of shear rates, in agreement with

experimental observations on polymer solutions and melts.

6. In the asymptotic limit of high shear rates, internal viscosity significantly a↵ects the

shear-thinning exponent in viscosity, with the magnitude of the slope decreasing

with an increase in the magnitude of the internal viscosity parameter. The

shear-thinning exponent for the first normal stress coe�cient, however, remains

practically una↵ected by the inclusion of internal viscosity.
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7. There is a remarkable, but unexplained, similarity in the steady-shear viscosity

profiles of FENE-IV dumbbells and multi-bead chains with finitely extensible

springs and hydrodynamic interactions.

8. The relaxation modulus of an ensemble of FENE dumbbells with ✏ = 10 is identical

to that of a mixture of rigid dumbbells. For the stress jump, increasing values of

the IV parameter give results that are in closer agreement with the rigid dumbbell

case. In steady shear flow, the asymptotic shear thinning exponent is identical for

bead-rod and FENE dumbbell models with small values of b and large values of ✏.

However, the onset of shear thinning occurs at smaller shear rates for the bead-rod

model than for FENE dumbbells with any value of b, no matter how small.

A comparison with biophysical experiments that determine the reconfiguration time

of proteins, or the energy landscape of polysaccharides, would necessitate the use of a

multi-bead spring chain that incorporates IV and HI. Dasbach et al. (1992) have obtained

an approximate analytical solution for such a chain model. The use of BD simulations

to solve the bead-spring-dashpot chain model exactly is rendered di�cult by the fact

that formulating the correct Fokker-Planck equation for such a system, and finding the

equivalent set of stochastic di↵erential equations, is non-trivial, and is the subject of

Chapter 5.



Chapter 5

Rouse model with fluctuating internal
friction

5.1 Introduction
The machinery for the solution of coarse-grained polymer models through Brownian

dynamics (BD) simulations is well-established (Bird et al., 1987b; Öttinger, 1996): the

equation of motion for the connector vector velocities is combined with an equation of

continuity in probability space to obtain a Fokker-Planck equation for the system, and

the equivalent stochastic di↵erential equation is integrated numerically. The inclusion

of internal viscosity, however, results in a coupling of connector vector velocities and

precludes a trivial application of the usual procedure for all but the simplest case

of a dumbbell. By expanding the scope of an existing methodology for velocity-

decoupling (Manke and Williams, 1988), the exact set of governing stochastic di↵erential

equations for a bead-spring-dashpot chain with Nb beads, and its numerical solution

using BD simulations is presented here. The thermodynamically consistent (Schieber and

Öttinger, 1994) stress tensor expression for this model is derived, and material functions

in simple shear and oscillatory shear flows have been calculated.

It is instructive to first briefly survey the methods employed in the past, before

turning our attention to the solution proposed in the present work. Booij and van Wiechen

(1970) used perturbation analysis to expand the configurational distribution function of

a Hookean spring-dashpot in terms of the internal friction parameter, ' = K/⇣, which

is the ratio of the dashpot’s damping coe�cient, K, to the bead friction coe�cient,

⇣, and predicted optical and rheological properties in the presence of steady shear

flow. On the other hand, Williams and coworkers o↵ered a semi-analytical approximate

solution for the stress-jump (Manke and Williams, 1988) of bead-spring-dashpot-chains
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with an arbitrary number of beads, using a decoupling procedure which is discussed at

length later in this chapter. They also obtained predictions for the complex viscosity

of such chains by writing the configurational distribution function as a series expansion

in strain Dasbach et al. (1992). While the approach of Booij and van Wiechen (1970)

is restricted to small values of the internal friction parameter, the solutions proposed

by Williams and coworkers (Manke and Williams, 1988; Dasbach et al., 1992) are

applicable only in the linear viscoelastic regime. The transient variation and steady-state

values of viscometric functions of bead-spring-dashpot chains with arbitrary chain-length

in shear flow have been predicted (Bazúa and Williams, 1974; Manke and Williams,

1989) using the linearized rotational velocity (Cerf, 1957; R. Cerf, 1969; Peterlin, 1967)

(LRV) approximation for the internal viscosity force. The LRV approximation, however,

was shown to be incorrect (Booij and van Wiechen, 1970; Manke and Williams, 1988;

Dasbach et al., 1992) and its use was subsequently discarded. For the simplest case

of a single-mode dumbbell-dashpot, it is straightforward to formulate the governing

Fokker-Planck equation and obtain its equivalent stochastic di↵erential equation. Both

linear viscoelastic properties (Hua and Schieber, 1995) and viscometric functions in

steady-shear flow (Hua et al., 1996) have been calculated for this model using Brownian

dynamics (BD) simulations, for arbitrary values of the internal friction parameter, as

discussed previously in Chapter 4. The single-mode spring-dashpot model has also been

solved using a Gaussian approximation for the distribution function (Schieber, 1993;

Sureshkumar and Beris, 1995). Upon comparison against exact BD simulation results,

it was found that the Gaussian approximation (GA) o↵ers accurate predictions of linear

viscoelastic properties, but is unable to predict the shear-thickening of viscosity (Hua and

Schieber, 1995) predicted by the exact model. Furthermore, the predictions for the stress

jump in the start up of shear flow, obtained from BD simulations on the exact model, the

Gaussian approximation, and the semi-analytical treatment of Manke and Williams agree

with one another (Hua and Schieber, 1995).

Fixman (1988) has shown that the e↵ects of bond length and bond angle constraints

in sti↵ polymer models may be su�ciently mimicked by a Rouse/Zimm-like chain with

internal friction. A preaveraged form of the internal friction force was chosen for

analytical tractability, and this simplified model yields predictions for equilibrium and

linear viscoelastic properties, such as the bond-vector correlations and storage and loss

moduli, that are in reasonable agreement with that of sti↵ polymer chains. McLeish

and coworkers developed the Rouse model with internal friction (Khatri and McLeish,

2007) (RIF), wherein the standard continuum Rouse model is modified to include a

rate-dependent dissipative force that resists changes in the curvature of the space-curve
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representing the polymer molecule. As will be shown in the next chapter, the RIF model

represents a preaveraged treatment of internal friction, while, in this work, we have

developed an exact model which accounts for fluctuations in the internal friction force.

A thorough test of the accuracy of the preaveraging approximation, by comparing model

predictions for observables at equilibrium and in flow, against exact BD simulations which

account for fluctuations in internal friction, is presented in Chapter 6.

There currently exists no methodology that is able to predict both linear viscoelastic

properties and viscometric functions in shear flow for bead-spring-dashpot chains with

arbitrary number of beads and magnitude of internal friction parameter. We address

this deficiency by solving the bead-spring-dashpot chain problem exactly. We compare

BD simulation results for the stress jump and complex viscosity against approximate

analytical predictions given in Manke and Williams (1988) and Dasbach et al. (1992),

respectively, and present steady-state results for viscometric functions in simple shear

flow for the general case of Nb > 2, for the first time.

A crucial step in our methodology is the decoupling of the connector vector

velocities of neighboring beads. Stripping away all physical detail, the decoupling

problem may be stated as follows: given a “generating equation" for some S j which

is of the form

S j = dj�1S j�1 + e j+1S j+1 + ⇠ (X1, X2, . . . , XN) (5.1)

where j 2 [1,N], and the Xi do not depend on the S j, with
n
⇠, dj, e j

o
being some arbitrary

functions of the Xi, is it possible to write an expression for S j solely in terms of the

Xi that does not explicitly depend on any other Si? Manke and Williams (1988) have

proposed a three-step procedure for the solution of this problem. As the first step, the

equation for S j is successively substituted into S j+1, starting from j = 1. At the end of

this forward substitution step, an equation for S j is obtained that only depends explicitly

on S j+1 and Xi with 1  i  j. The second step is a backward substitution, where the

equation for S j is successively substituted into S j�1, starting from j = N. This results in

an expression for S j that only depends explicitly on S j�1 and Xi with j  i  N. Finally,

upon combining the results from the forward and backward substitution procedures, the

decoupling procedure is completed, resulting in S j = A j⇠ (X1, X2, . . . , XN) where A j is

defined recursively in terms of d and e. While the decoupling methodology developed by

Manke and Williams has been adopted in the present work, we di↵er significantly in the

generating equation which is subjected to the decoupling procedure, as discussed below.

A schematic representation of the decoupling methodology is displayed in Fig. 5.1.

The rest of this chapter is structured as follows. Section 5.2 presents the governing

stochastic di↵erential equations and the stress tensor expression for a free-draining
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<latexit sha1_base64="xdV1Ns8rKGPqaNmhdEdDg0fGgeI=">AAACEnicbVBNS8NAEN34WetX1aOXxSJ4KkkpqLeCF48VTFtoQ9lstu3S3U3YnQgh9Dd48aB/xZt49Q/4Tzy6bXOwrQ8GHu/NMDMvTAQ34Lrfzsbm1vbObmmvvH9weHRcOTltmzjVlPk0FrHuhsQwwRXzgYNg3UQzIkPBOuHkbuZ3npg2PFaPkCUskGSk+JBTAlby+1EMZlCpujV3DrxOvIJUUYHWoPJj52gqmQIqiDE9z00gyIkGTgWblvupYQmhEzJiPUsVkcwE+fzYKb60SoSHsbalAM/VvxM5kcZkMrSdksDYrHoz8T+vl8LwJsi5SlJgii4WDVOBIcazz3HENaMgMksI1dzeiumYaELB5rO0JZRLP+QGJNGZjqZlG5W3Gsw6addrXqN2+9CoNutFaCV0ji7QFfLQNWqie9RCPqKIo2f0it6cF+fd+XA+F60bTjFzhpbgfP0CjEGe1Q==</latexit>

SN

<latexit sha1_base64="BvuondjkalAJf1M7tvIZNRM/wSw=">AAAB+nicbVDLSsNAFL2pr1pfqS7dBIvgqiRSsO4KblxJRfuANoTJdNIOnUzCzEQpMZ/ixoUibv0Sd/6NkzYLbT0wcDjnXu6Z48eMSmXb30ZpbX1jc6u8XdnZ3ds/MKuHXRklApMOjlgk+j6ShFFOOooqRvqxICj0Gen506vc7z0QIWnE79UsJm6IxpwGFCOlJc+spsMQqQlGLL3LMi+9yTyzZtftOaxV4hSkBgXanvk1HEU4CQlXmCEpB44dKzdFQlHMSFYZJpLECE/RmAw05Sgk0k3n0TPrVCsjK4iEflxZc/X3RopCKWehryfznHLZy8X/vEGigqabUh4ninC8OBQkzFKRlfdgjaggWLGZJggLqrNaeIIEwkq3VdElOMtfXiXd87rTqF/eNmqtZlFHGY7hBM7AgQtowTW0oQMYHuEZXuHNeDJejHfjYzFaMoqdI/gD4/MH+zCUdQ==</latexit>

SN�1

<latexit sha1_base64="oeMRvIB3njlvoYN8465+MwWg4Dg=">AAAB/HicbVDLSsNAFL2pr1pf0S7dDBbBjSWRgnVXcONKKtoHtCFMppN26OTBzEQoIf6KGxeKuPVD3Pk3TtostPXAwOGce7lnjhdzJpVlfRultfWNza3ydmVnd2//wDw86sooEYR2SMQj0fewpJyFtKOY4rQfC4oDj9OeN73O/d4jFZJF4YOaxdQJ8DhkPiNYack1q+kwwGpCME/vs8xNb8/tzDVrVt2aA60SuyA1KNB2za/hKCJJQENFOJZyYFuxclIsFCOcZpVhImmMyRSP6UDTEAdUOuk8fIZOtTJCfiT0CxWaq783UhxIOQs8PZknlcteLv7nDRLlN52UhXGiaEgWh/yEIxWhvAk0YoISxWeaYCKYzorIBAtMlO6rokuwl7+8SroXdbtRv7pr1FrNoo4yHMMJnIENl9CCG2hDBwjM4Ble4c14Ml6Md+NjMVoyip0q/IHx+QPhzJTn</latexit>

Sj

<latexit sha1_base64="s9dUmINkp0MvYPmB7fJwix6/Nmc=">AAAB+nicbVDLSsNAFL2pr1pfqS7dDBbBVUmkYN0V3LisaB/QhjCZTtqxkwczE6XEfIobF4q49Uvc+TdO2iy09cDA4Zx7uWeOF3MmlWV9G6W19Y3NrfJ2ZWd3b//ArB52ZZQIQjsk4pHoe1hSzkLaUUxx2o8FxYHHac+bXuV+74EKyaLwTs1i6gR4HDKfEay05JrVdBhgNSGYp7dZ5qb3mWvWrLo1B1oldkFqUKDtml/DUUSSgIaKcCzlwLZi5aRYKEY4zSrDRNIYkyke04GmIQ6odNJ59AydamWE/EjoFyo0V39vpDiQchZ4ejLPKZe9XPzPGyTKbzopC+NE0ZAsDvkJRypCeQ9oxAQlis80wUQwnRWRCRaYKN1WRZdgL395lXTP63ajfnnTqLWaRR1lOIYTOAMbLqAF19CGDhB4hGd4hTfjyXgx3o2PxWjJKHaO4A+Mzx8ly5SR</latexit>

S2

<latexit sha1_base64="Qo7IuSbhSAf1bk8y4lt62SCbuv0=">AAAB+nicbVDLSsNAFL2pr1pfqS7dBIvgqiSlYN0V3LisaB/QhjCZTtqhk0mYmSgl5lPcuFDErV/izr9x0mahrQcGDufcyz1z/JhRqWz72yhtbG5t75R3K3v7B4dHZvW4J6NEYNLFEYvEwEeSMMpJV1HFyCAWBIU+I31/dp37/QciJI34vZrHxA3RhNOAYqS05JnVdBQiNcWIpXdZ5qWNzDNrdt1ewFonTkFqUKDjmV+jcYSTkHCFGZJy6NixclMkFMWMZJVRIkmM8AxNyFBTjkIi3XQRPbPOtTK2gkjox5W1UH9vpCiUch76ejLPKVe9XPzPGyYqaLkp5XGiCMfLQ0HCLBVZeQ/WmAqCFZtrgrCgOquFp0ggrHRbFV2Cs/rlddJr1J1m/eq2WWu3ijrKcApncAEOXEIbbqADXcDwCM/wCm/Gk/FivBsfy9GSUeycwB8Ynz/QpJRZ</latexit>

S1

<latexit sha1_base64="6fkuMqJOmrKofR4yV6jUQAtiUTM=">AAAB+nicbVDLSsNAFL2pr1pfqS7dDBbBVUlEsO4KblxWtA9oQ5hMp+3QySTMTJQS8yluXCji1i9x5984abPQ1gMDh3Pu5Z45QcyZ0o7zbZXW1jc2t8rblZ3dvf0Du3rYUVEiCW2TiEeyF2BFORO0rZnmtBdLisOA024wvc797gOVikXiXs9i6oV4LNiIEayN5NvVdBBiPSGYp3dZ5qdu5ts1p+7MgVaJW5AaFGj59tdgGJEkpEITjpXqu06svRRLzQinWWWQKBpjMsVj2jdU4JAqL51Hz9CpUYZoFEnzhEZz9fdGikOlZmFgJvOcatnLxf+8fqJHDS9lIk40FWRxaJRwpCOU94CGTFKi+cwQTCQzWRGZYImJNm1VTAnu8pdXSee87l7Ur24vas1GUUcZjuEEzsCFS2jCDbSgDQQe4Rle4c16sl6sd+tjMVqyip0j+APr8wfPH5RY</latexit>

Sj � f (Sj+1, �)

<latexit sha1_base64="lCOnKc96yz8nhpamI1hlsWm6IAQ=">AAACJXicbVDJSgNBEO2Je9yiHr0MBkExhBkJGMFDwIvHiGaBTAg9nZqkTc9id40YhvkZL/6KFw8GETz5K3aWQ1weFDzeq6KqnhsJrtCyPo3MwuLS8srqWnZ9Y3NrO7ezW1dhLBnUWChC2XSpAsEDqCFHAc1IAvVdAQ13cDn2Gw8gFQ+DWxxG0PZpL+AeZxS11MldJI5Psc+oSG7StJPcpQ7cx/zBKXiOAA+P5mztnthpwXnkjuS9Ph53cnmraE1g/iX2jOTJDNVObuR0Qxb7ECATVKmWbUXYTqhEzgSkWSdWEFE2oD1oaRpQH1Q7mXyZmoda6ZpeKHUFaE7U+YmE+koNfVd3jm9Wv72x+J/XitErtxMeRDFCwKaLvFiYGJrjyMwul8BQDDWhTHJ9q8n6VFKGOtisDsH+/fJfUj8t2qXi+XUpXynP4lgl++SAHBGbnJEKuSJVUiOMPJEX8kZGxrPxarwbH9PWjDGb2SM/YHx9A7GNpow=</latexit>

Sj � g (Sj�1, �)

<latexit sha1_base64="ysIS2M1nrQ/5ZhsVH8KPGREZ02Q=">AAACJXicbVBNS8NAEN34WetX1aOXYBEqaElEUMFDwYvHirYVmhA220m7dvPh7qRYQv6MF/+KFw+KCJ78K25rD1p9MPB4b4aZeX4iuELL+jBmZufmFxYLS8XlldW19dLGZlPFqWTQYLGI5Y1PFQgeQQM5CrhJJNDQF9Dy++cjvzUAqXgcXeMwATek3YgHnFHUklc6y5yQYo9RkV3luZfd5g7cpXzg7HcdAQFWftjaPbDzfeeeO5J3e7jnlcpW1RrD/EvsCSmTCepe6dXpxCwNIUImqFJt20rQzahEzgTkRSdVkFDWp11oaxrREJSbjb/MzV2tdMwglroiNMfqz4mMhkoNQ193jm5W095I/M9rpxicuBmPkhQhYt+LglSYGJujyMwOl8BQDDWhTHJ9q8l6VFKGOtiiDsGefvkvaR5W7aPq6eVRuXYyiaNAtskOqRCbHJMauSB10iCMPJAn8kJejUfj2Xgz3r9bZ4zJzBb5BePzC7ZVpo8=</latexit>

Sj � Aj�

<latexit sha1_base64="M/uvx21F9b/zCa4FtJv7n3kXO54=">AAACEnicbVDLSsNAFJ34rPUVdelmsAgKUhIpWHcVNy4r2gc0IUymk3baycOZSbGEfIMbf8WNC0XcunLn3zhpg2jrgQuHc+7l3nvciFEhDeNLW1hcWl5ZLawV1zc2t7b1nd2mCGOOSQOHLORtFwnCaEAakkpG2hEnyHcZabnDy8xvjQgXNAxu5Tgito96AfUoRlJJjn6cWD6SfYxYcpOmTjJILXIX05F18qNfpM7AuqeOXjLKxgRwnpg5KYEcdUf/tLohjn0SSMyQEB3TiKSdIC4pZiQtWrEgEcJD1CMdRQPkE2Enk5dSeKiULvRCriqQcKL+nkiQL8TYd1VndqeY9TLxP68TS69qJzSIYkkCPF3kxQzKEGb5wC7lBEs2VgRhTtWtEPcRR1iqFIsqBHP25XnSPC2blfL5daVUq+ZxFMA+OABHwARnoAauQB00AAYP4Am8gFftUXvW3rT3aeuCls/sgT/QPr4BKLafBA==</latexit>

Output

<latexit sha1_base64="dGqhZ+wVYNeXW6pZA/KEaEKzQI8=">AAAB7XicbVBNSwMxFHxbv2r9qnr0slgET2W3CNZbwYs3K9haaJeSTbNtbDZZkrdCWfofvHhQxKv/x5v/xrTdg7YOBIaZ98ibCRPBDXret1NYW9/Y3Cpul3Z29/YPyodHbaNSTVmLKqF0JySGCS5ZCzkK1kk0I3Eo2EM4vp75D09MG67kPU4SFsRkKHnEKUErtW9TTFLslyte1ZvDXSV+TiqQo9kvf/UGiqYxk0gFMabrewkGGdHIqWDTUi81LCF0TIasa6kkMTNBNr926p5ZZeBGStsn0Z2rvzcyEhsziUM7GRMcmWVvJv7ndVOM6kHGpU3EJF18FKXCReXOorsDrhlFMbGEUM3trS4dEU0o2oJKtgR/OfIqadeq/kX16q5WadTzOopwAqdwDj5cQgNuoAktoPAIz/AKb45yXpx352MxWnDynWP4A+fzB9Mvj0c=</latexit>

Step

<latexit sha1_base64="gmq+cNWYjFpfK7TOpJFpZ6b1mco=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKYL0VvHisaD+gDWWz3bZLN5uwOxFK6F/w4kERr/4hb/4bN20O2vpg4PHeDDPzglgKg6777RQ2Nre2d4q7pb39g8Oj8vFJ20SJZrzFIhnpbkANl0LxFgqUvBtrTsNA8k4wvc38zhPXRkTqEWcx90M6VmIkGMVMekAeD8oVt+ouQNaJl5MK5GgOyl/9YcSSkCtkkhrT89wY/ZRqFEzyeamfGB5TNqVj3rNU0ZAbP13cOicXVhmSUaRtKSQL9fdESkNjZmFgO0OKE7PqZeJ/Xi/BUd1PhYoT5IotF40SSTAi2eNkKDRnKGeWUKaFvZWwCdWUoY2nZEPwVl9eJ+1a1buq3tzXKo16HkcRzuAcLsGDa2jAHTShBQwm8Ayv8OaEzovz7nwsWwtOPnMKf+B8/gASLI4+</latexit>

(1) Forward Substitution

<latexit sha1_base64="MCJOwXM07eaQ30PPx4UpPycvPh0=">AAACA3icbVDLSsNAFJ34rPEVdaebwSLUTUmKYN0VBHFZ0T6gDWUymbRDJ5MwD6WUght/xY0LRdz6E+78GydtFtp64MLhnHtn7j1ByqhUrvttLS2vrK6tFzbsza3tnV1nb78pEy0waeCEJaIdIEkY5aShqGKknQqC4oCRVjC8zPzWPRGSJvxOjVLix6jPaUQxUkbqOYcl7xReJeIBiRDe6kCaN3Rm2XbPKbpldwq4SLycFEGOes/56oYJ1jHhCjMkZcdzU+WPkVAUMzKxu1qSFOEh6pOOoRzFRPrj6Q0TeGKUEEaJMMUVnKq/J8YolnIUB6YzRmog571M/M/raBVV/THlqVaE49lHkWZQJTALBIZUEKzYyBCEBTW7QjxAAmFlYstC8OZPXiTNStk7K1/cVIq1ah5HARyBY1ACHjgHNXAN6qABMHgEz+AVvFlP1ov1bn3MWpesfOYA/IH1+QP/fpZ3</latexit>

(2) Backward Substitution

<latexit sha1_base64="l8i9t54rY4Lig/m3sL1UHgAZuP4=">AAACBHicbVDLSsNAFJ34rPEVddnNYBHqpiRFsO6KblxWtA9oQ5lMJ+3QySTMQymhCzf+ihsXirj1I9z5N07aLLT1wMDhnPuYe4KEUalc99taWV1b39gsbNnbO7t7+87BYUvGWmDSxDGLRSdAkjDKSVNRxUgnEQRFASPtYHyV+e17IiSN+Z2aJMSP0JDTkGKkjNR3iuXqKbxEePyAxADe6kCaITrzbLvvlNyKOwNcJl5OSiBHo+989QYx1hHhCjMkZddzE+WnSCiKGZnaPS1JYnahIekaylFEpJ/OjpjCE6MMYBgL87iCM/V3R4oiKSdRYCojpEZy0cvE/7yuVmHNTylPtCIczxeFmkEVwywROKCCYMUmhiAsqPkrxCMkEFYmtywEb/HkZdKqVryzysVNtVSv5XEUQBEcgzLwwDmog2vQAE2AwSN4Bq/gzXqyXqx362NeumLlPUfgD6zPH52Xlsw=</latexit>

(3) Combine expressions from (1) and (2) to get decoupled expression

<latexit sha1_base64="IJGwCqnHsANi0Z4xPNXXcrpSGGk=">AAACOXicbVC7SgNBFJ2Nrxhfq5Y2g0FImrAbBWMnpLGMYKKQhDA7ezcOmccyMyuG4G/Z+Bd2go2FIrb+gLMxRXwcGDic+5h7TpRyZmwQPHmFhcWl5ZXiamltfWNzy9/e6RiVaQptqrjSVxExwJmEtmWWw1WqgYiIw2U0aub1yxvQhil5Yccp9AUZSpYwSqyTBn6rJxWTMUiLK4dV3FQicpsw3LotJp8yONFK4EpYxUTGuFKvYqvwECyOgaos5RDPdZdKA78c1IIp8F8SzkgZzdAa+I+9WNFMuBMoJ8Z0wyC1/QnRllEOd6VeZiAldESG0HVUEgGmP5k6v8MHTolxorR7zsJUnZ+YEGHMWESuUxB7bX7XcvG/WjezSaM/YTLNLEj6/VGS8dx7HiOOmQZq+dgRQjVzt2J6TTSh1oWdhxD+tvyXdOq18Kh2cl4vnzZmcRTRHtpHFRSiY3SKzlALtRFF9+gZvaI378F78d69j+/Wgjeb2UU/4H1+AcEQqxI=</latexit>

for Sj

<latexit sha1_base64="6EmbO+Qu8hglw9NQX0fDei+E/Xg=">AAAB/3icbVC7TsNAEFyHVwgvAxINzYkEiSqyIyRCF4mGMgjykBIrOl/OyZHz2bo7I0XGBb9CQwFCtPwGHX+DnbiAhKlGM7va2XFDzpS2rG+jsLK6tr5R3Cxtbe/s7pn7B20VRJLQFgl4ILsuVpQzQVuaaU67oaTYdzntuJOrzO88UKlYIO70NKSOj0eCeYxgnUoD88gLJKr0fazHBPP4NhnE90mlNDDLVtWaAS0TOydlyNEcmF/9YUAinwpNOFaqZ1uhdmIsNSOcJqV+pGiIyQSPaC+lAvtUOfEsf4JOU2WIsiReIDSaqb83YuwrNfXddDILqha9TPzP60XaqzsxE2GkqSDzQ17EkQ5QVgYaMkmJ5tOUYCJZmhWRMZaY6LSyrAR78eVl0q5V7fPq5U2t3KjndRThGE7gDGy4gAZcQxNaQOARnuEV3own48V4Nz7mowUj3zmEPzA+fwAgN5WC</latexit>

Aj � ĥ ({d, e})

<latexit sha1_base64="pTJGbLwKVggioPEsBYjJbHwo/Yg=">AAACKXicbVDLSsNAFJ34rPVVdekm2AoKUhIR1F3FjcsKtgqdUibTm2Z08nDmplBCfseNv+JGQVG3/ohJ2oVaL8zcwzn3MnOOE0mh0bI+jJnZufmFxdJSeXlldW29srHZ1mGsOLR4KEN14zANUgTQQoESbiIFzHckXDt357l+PQSlRRhc4SiCrs8GgXAFZ5hRvUqjRn2GHmcyOUt7yW1K4T4WQ3pAPYaJl1IJLu4VN036B0CVGHhI03Hfr5V7lapVt4oyp4E9AVUyqWav8kL7IY99CJBLpnXHtiLsJkyh4BLSMo01RIzfsQF0MhgwH3Q3KZym5m7G9E03VNkJ0CzYnxsJ87Ue+U42mdvSf7Wc/E/rxOiedBMRRDFCwMcPubE0MTTz2My+UMBRjjLAuBLZX03uMcU4ZuHmIdh/LU+D9mHdPqqfXh5WGyeTOEpkm+yQPWKTY9IgF6RJWoSTB/JEXsmb8Wg8G+/G53h0xpjsbJFfZXx9Aw8sp6w=</latexit>

Decoupling Methodology

<latexit sha1_base64="3Xm5h7MClP5sCt7VtnasyObXmTY=">AAAB/3icbVDLSgMxFM3UV62vquDGTbAIrspMEdRdURduhAr2Ae1QMpnbaWgmGZKMUMYu/BU3LhRx62+4829MHwttPRA4nHMP9+YECWfauO63k1taXlldy68XNja3tneKu3sNLVNFoU4ll6oVEA2cCagbZji0EgUkDjg0g8HV2G8+gNJMinszTMCPSSRYj1FirNQtHlwDlandJCJ8C6YvQxuJht1iyS27E+BF4s1ICc1Q6xa/OqGkaQzCUE60bntuYvyMKMMoh1Ghk2pICB2QCNqWChKD9rPJ/SN8bJUQ96SyTxg8UX8nMhJrPYwDOxkT09fz3lj8z2unpnfuZ0wkqQFBp4t6KcdG4nEZOGQKqOFDSwhVzN6KaZ8oQo2trGBL8Oa/vEgalbJ3Wr64q5Sql7M68ugQHaET5KEzVEU3qIbqiKJH9Ixe0Zvz5Lw4787HdDTnzDL76A+czx9A7JZG</latexit>

<latexit sha1_base64="fVXTacl2JHHRcmctLhLUCP4ETZ4=">AAAC3HicbVLLbtQwFHXCqwyPDrBkYzGDhDQwSorUIiSkSixgWQTTFk2G6I59M+PWsSPbKR1FERsWIMSWD2PHd/ADOOlI0Ia78dG5Pva5x54XUlgXRb+C8NLlK1evbVzv3bh56/Zm/87dfatLw3DCtNTmcA4WpVA4ccJJPCwMQj6XeDA/ftn0D07QWKHVO7cqcJbDQolMMHCeSvu/E6WF4qgcfSVOUNFhleTglgxk9bau06MXPK2OnsT1ebqlRujXUbflqVFyKoaPqVsizbSU+qNQC1oYzZCXBqlE4JYmyfRp4Wa9vxacpqAonvoRbGPZi03H0dAfC45yjZYq7QEWqHijkoL5BFbUC0H5xV/fkYthL+0PonHUFu2CeA0GZF17af9nwjUrc2+RSbB2GkfedwXGCSax7iWlxQLYMSxw6qGCHO2sah+npg89w9tBMu1HbNl/FRXk1q7yud/Z+LQXew35v960dNmzWSVUUTpU7OyirJRNiM1LUy4MsiYOLoAZ4b1StgQDzPn/0IQQXxy5C/a3xvH2OHqzNdh9vo5jg9wnD8gjEpMdsktekz0yISx4H3wKvgRfww/h5/Bb+P1saxisNffIuQp//AE5G+d7</latexit>

Given Sj = dj�1Sj�1 + ej+1Sj+1 + �, the following procedure leads

to an expression for Sj that does not depend explicitly on any other Si

Figure 5.1: Schematic of three-step decoupling methodology introduced in Manke and

Williams (1988).

bead-spring-dashpot chain, and contains simulation details pertaining to the numerical

integration of the governing equations. Sec. 5.3, which is a compilation of our results

and the relevant discussion, is divided into three sections; Sec. 5.3.1 deals with code

validation, Sec. 5.3.2 presents results for the complex viscosity calculated from oscillatory

shear flow simulations, and Sec. 5.3.3 contains results for steady shear viscometric

functions.We conclude in Sec. 5.4.

In Appendix B, the first few iterations of the forward and backward substitution

steps are explicitly shown, from which the general expressions may be discerned by

induction. The detailed steps for the derivation of the stress tensor expression are provided

in Appendix C. As described later in detail, the governing stochastic di↵erential equation

and the stress tensor expression require the evaluation of a divergence term which does

not appear in conventional bead-spring-chain models. Appendix D outlines a procedure

for evaluating these terms analytically.

5.2 Governing Equation and simulation details
As will be seen shortly, in the absence of hydrodynamic interactions, the inclusion

of internal viscosity results in an explicit coupling of the connector vector velocities

between nearest neighbors, and these velocities may be decoupled using the procedure

suggested by Manke and Williams (1988). The simultaneous inclusion of fluctuating
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hydrodynamic interactions and internal viscosity, however, results in a one-to-all coupling

of the connector vector velocities, which renders the problem intractable using the

approach suggested by Manke and Williams (1988). As shown in Chapter 4, in

dumbbell models with internal viscosity, hydrodynamic interactions significantly magnify

the stress jump and perceptibly a↵ect the transient viscometric functions. Coarse-

grained polymer models which incorporate both fluctuating hydrodynamic interactions

and internal viscosity are currently unsolved for the Nb > 2 case. In this chapter, we

restrict our attention to freely-draining bead-spring-dashpot chains.

In the absence of excluded volume and hydrodynamic interaction e↵ects, the

governing equation given by Eq. (2.1) reduces to

~Q̇k� =  · Qk �
1
⇣

NX

l=1

Akl ·
 
kBT

@ ln 
@Ql

+
@�

@Ql
+ K

QlQl

Q
2
l

· ~Q̇l�
!

(5.2)

with eAkl in Eq. (2.1) replaced by Akl as given in Eq. (2.3), and � ⌘ �S
HK [as defined

in Eq. 2.9] throughout this chapter. The solid and dashed underlined terms on the RHS

of Eq. (5.2) represent the Brownian and spring force contributions, respectively. Since

Manke and Williams (1988) were concerned only with the evaluation of the stress-

jump, which occurs instantaneously upon the inception of flow, they assumed that the

configurational distribution function may be reasonably approximated by its equilibrium

value. Since the Brownian and spring forces exactly balance each other at equilibrium,

i.e., kBT (@ ln eq/@Ql) + (@�/@Ql) = 0, Manke and Williams (1988) ignore both these

forces in their equation of motion. Here, however, we aim to find the exact governing

equation that is valid both near and far away from equilibrium, and have consequently

retained both the underlined terms in the force-balance equation.

As seen from Eq. (5.2), there is an explicit coupling between the velocity of the kth

connector vector and its nearest neighbors which precludes a straightforward substitution

into the equation of continuity for the configurational distribution function. This velocity-

coupling may be removed by applying the decoupling scheme described in Fig. 5.1, as

shown below. We first define the quantity

Ck =
Qk · ~Q̇k�

Q2
k

; k = 1, 2, · · · ,N (5.3)
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Upon taking a dot-product on both the sides of Eq. (5.2) with Qk/Q2
k , an equation for Ck

is obtained as

Ck =

 
Qk

Q2
k

!
·  · Qk �

 
kBT
⇣

!  
Qk

Q2
k

!
·
"
�@ ln 
@Qk�1

+ 2
@ ln 
@Qk

� @ ln 
@Qk+1

#

� 1
⇣

 
Qk

Q2
k

!
·
"
� @�

@Qk�1
+ 2

@�

@Qk
� @�

@Qk+1

#

+

 
K
⇣

!
Ck�1Lk�1

 
Qk�1

Qk

!
�

 
2K
⇣

!
Ck +

 
K
⇣

!
Ck+1Lk

 
Qk+1

Qk

!
(5.4)

where

Lk ⌘ cos ✓k =
Qk · Qk+1

QkQk+1
(5.5)

Upon grouping together terms containing Ck on the RHS and simplifying, the generating

equation is obtained as

Ck =

 
⇣

⇣ + 2K

!  
Qk

Q2
k

!
· � · Qk

� �
 

kBT
⇣ + 2K

!  
Qk

Q2
k

!
·
"
�@ ln 
@Qk�1

+ 2
@ ln 
@Qk

� @ ln 
@Qk+1

#

�
 

1
⇣ + 2K

!  
Qk

Q2
k

!
·
"
� @�

@Qk�1
+ 2

@�

@Qk
� @�

@Qk+1

#
(5.6)

+

 
K

⇣ + 2K

! "
Ck�1Lk�1

 
Qk�1

Qk

!
+Ck+1Lk

 
Qk+1

Qk

!#

Eq. (5.6) is then subjected to the forward and backward substitution schema discussed

previously, to obtain a decoupled expression for Ck. In the forward substitution step,

the equation for Ck is substituted into that for Ck+1, iteratively, starting from k = 1 until

k = (N � 1). The first few steps of the iteration are explicitly illustrated in Sec. B.1 of

Appendix B, following which, the general expression may be written, by induction, to be

Ck (1 � Mk) =
 

K
⇣ + 2K

!
Ck+1Lk

 
Qk+1

Qk

!
+

 
⇣

⇣ + 2K

!  
1

Qk

! kX

l=1

�(k)
l ·

�
 · Ql

�

+ (1 � �kN)
 

kBT
⇣ + 2K

!  
1

Qk

!  
Qk

Qk

!
·
 
@ ln 
@Qk+1

!
+ (1 � �kN)

 
1

⇣ + 2K

!  
1

Qk

!  
Qk

Qk

!
·
 
@�

@Qk+1

!

�
 

kBT
⇣ + 2K

!  
1

Qk

! kX

l=1

E
(k)
l ·

 
@ ln 
@Ql

!
�

 
1

⇣ + 2K

!  
1

Qk

! kX

l=1

E
(k)
l ·

 
@�

@Ql

!
(5.7)

where

Mk =

 
K

⇣ + 2K

!2  
L2

k�1

1 � Mk�1

!
; with M1 = 0, (5.8)
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�(k)
l =

 
K

⇣ + 2K

!k�l 2666664
k�1Y

i=l

 
1

1 � Mi

!
Li

3
777775

 
Ql

Ql

!
, (5.9)

and

E
(k)
l = 2�(k)

l � �
(k)
l�1 � �

(k)
l+1 (5.10)

Here, �(k)
l is defined only for 0 < l  k  N, and is set to zero otherwise.

The backward substitution step involves plugging in the equation for Ck into Ck�1,

iteratively, starting from k = N until k = 2. The first few steps of the iteration are

explicitly illustrated in Sec. B.2 of Appendix B, following which, the general expression

may be written, by induction, to be

CkLk�1

 
Qk

Qk�1

!
=

 
K

⇣ + 2K

!  
1

1 � Pk
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Ck�1L2
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1
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! NX
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e⇢(k)
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 · Ql

�

+

 
kBT
⇣ + 2K
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1
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Lk�1

 
1

Qk�1

!  
Qk

Qk

!
·
 
@ ln 
@Qk�1

!

+
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⇣ + 2K

!  
1
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Lk�1

 
1
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·
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!  
1
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! NX
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@ ln 
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�

 
1

⇣ + 2K

!  
1

Qk�1

! NX

l=k

eG
(k)
l ·

 
@�

@Ql

!
(5.11)

where

Pk =

 
K

⇣ + 2K

!2  
L2

k

1 � Pk+1

!
; with PN = 0, (5.12)

and

e⇢(k)
l =

 
K

⇣ + 2K

!l�k 2666664
lY

i=k

 
1

1 � Pi

!
Li�1

3
777775

 
Ql

Ql

!
(5.13)

The vector eG
(k)
l appearing in Eq. (5.11) is constructed using a slightly elaborate procedure.

It is useful to first consider a block Rouse matrix, bR, of size ⌥⇥⌥, where ⌥ = (N � k)+1,

whose each element is a 3 ⇥ 3 matrix, and has the following structure,

bR =

0
BBBBBBBBBBBBBBBBBBBBBBBBBBB@

2� �� 0 · · ·
�� 2� �� 0 · · ·
0 �� 2� �� · · ·
...
...

...

0 0 · · · �� 2�

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCA

(5.14)

and define the intermediate quantity,

eY
(k)
s =

 
K

⇣ + 2K

!s�1 2
666664

k+s�1Y

i=k

 
1

1 � Pi

!
Li�1

3
777775

 
Qs+k�1

Qs+k�1

!
(5.15)
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which is then used to populate a block matrix, b⇥
(k)

, of size ⌥ ⇥ ⌥ that has the following

structure

b⇥
(k)
=

0
BBBBBBBBBBBBBBBBBBBBBBBBBBBB@

eY
(k)
1
eY

(k)
1 0 · · ·

eY
(k)
2
eY

(k)
2
eY

(k)
2 0 · · ·

0 eY
(k)
3
eY

(k)
3
eY

(k)
3 · · ·

...
...

...

0 0 · · · eY
(k)
⌥
eY

(k)
⌥

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCA

(5.16)

We next consider the block matrix Z
(k) constructed from bR and b⇥

(k)
, such that Z

(k) =

bR ·b⇥
(k)

. Now, eG
(k)
k+m = Z

(k)
m+1,m+1, which is the (m + 1)th diagonal element of Z

(k). A change

of variable, k ! (k + 1), in Eq. (5.11) permits us to write

Ck+1Lk

 
Qk+1

Qk

!
=

 
K

⇣ + 2K

!  
1
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!
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1
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! NX
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e⇢(k+1)
l · � · Ql

�
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1
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! " 
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!
·
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!
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!
·
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⇣ + 2K

!  
1

Qk

! NX

l=k+1
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(k+1)
l ·

 
@ ln 
@Qk

!
�

 
1

⇣ + 2K

!  
1

Qk

! NX

l=k+1

eG
(k+1)
l ·

 
@�

@Qk

!
(5.17)

Lastly, by inserting the backward substitution result, Eq. (5.17), into the equation obtained

from forward substitution, Eq. (5.7), the decoupled expression is obtained as

Ck (1 � Mk � Pk) =
 

⇣

⇣ + 2K

!  
1

Qk

! NX

l=1

b⇤
(k)
l ·

�
 · Ql

�

�
 

1
Qk

! " 
kBT
⇣ + 2K

! NX

l=1

bJ
(k)
l ·

 
@ ln 
@Ql

!
+

 
1

⇣ + 2K

! NX

l=1

bJ
(k)
l ·

 
@�

@Ql

!# (5.18)

with

b⇤
(k)
l =

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

�(k)
l ; l < k

 
Qk

Qk

!
; l = k

 
K

⇣ + 2K

!
e⇢(k+1)

l ; l > k

(5.19)
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and

bJ
(k)
l =

8>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>:

E
(k)
l ; l < k

E
(k)
l � (1 � �kN)

 
1

1 � Pk+1

!  
K

⇣ + 2K

!
Lk

 
Qk+1

Qk+1

!
; l = k

(1 � �kN)
" 

K
⇣ + 2K
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(k+1)
l �

 
Qk

Qk

!#
; l = k + 1

 
K

⇣ + 2K

!
eG

(k+1)
l ; l > (k + 1)

(5.20)

The procedure for the construction of eG
(k+1)
l which appears in Eq. (5.20) is fairly similar to

that described in Eqs. (5.14)–(5.16) for the construction of eG
(k)
l , with the only caveat that

the size of the block matrices, bR and the b⇥
(k+1)

, remain ⌥⇥⌥, where ⌥ = (N � k)+1. This

procedure for the construction of eG
(k+1)
l allows for an easier mathematical description. The

implementation of this calculation in the computer code, however, follows the formula:

eG
(k+1)
k+1+m = 2eY

(k+1)
m+1 � eY

(k+1)
m � eY(k+1)

m+2 ; 1  k  N (5.21)

While Eq. (5.21) appears to be relatively simple in comparison to the detailed procedure

described above, its implementation requires a cascade of “if-else” statements to ensure a

valid value for each term on its RHS. For example, we see from Eq. (5.15) that eY
(k+1)
m has

a non-zero value only if: (a) m � 1, and (b) 1  (m + k)  N, and is set to zero otherwise.

Defining

⇤(k)
l =

 
1

1 � Mk � Pk

!
b⇤

(k)
l

J
(k)
l =

 
1

1 � Mk � Pk

!
bJ

(k)
l

(5.22)

Eq. (6.41) may be rewritten as

Ck =

 
1
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1
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! NX

l=1

⇤(k)
l ·

�
 · Ql

� �
 

1
1 + 2'

!  
1

Qk

! " 
kBT
⇣

! NX

l=1

J
(k)
l ·

 
@ ln 
@Ql

!

+

 
1
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! NX
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J
(k)
l ·

 
@�

@Ql

!# (5.23)

to give the decoupled expression for Ck. Noting that the equation for the momentum-

averaged velocity of the jth connector vector in a freely-draining chain is given by

~Q̇ j� =  · Q j �
NX

k=1

A jk ·
 
kBT
⇣

@ ln 
@Qk

+
1
⇣

@�

@Qk

!
� '

NX

k=1

A jk · QkCk (5.24)
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and substituting the expression for Ck from Eq. (5.23) into Eq. (5.24),

~Q̇ j� =  · Q j �
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(5.25)

The dashed and dotted underlined terms in Eq. (5.25) are denoted by the tensors ↵kl

and µkl, respectively. The following simplifications in notation are introduced before

proceeding to the next step:

↵kl =

 
Qk

Qk

!
⇤(k)

l ; µkl =

 
Qk

Qk

!
J

(k)
l

U jl =

NX

k=1

A jk · ↵kl; V jl =

NX
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A jk · µkl

(5.26)

Using Eqs. (5.19) and (5.22), an alternate definition for ↵kl that is more convenient for

the construction of the stress tensor expression, may be constructed as,

↵kl = �
(k)
l

 
QkQl

QkQl

!
(5.27)

where
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(5.28)

The equation for ~Q̇ j� then becomes
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which is simplified to
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As the next step, the expression for ~Q̇ j�will be substituted into the equation of continuity,

recognizing that the homogeneous flow profile allows one to write the continuity equation

solely in terms of the relative coordinates, Q j. This means that the distribution function

 
�
rc,Q1,Q2, ...QN

�
can be replaced by  

�
Q1,Q2, ...QN

�
, and we have
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The last term on the RHS of Eq. (5.31) must be processed further, in order to render the

Fokker-Planck equation amenable to the Itô interpretation (Öttinger, 1996). Invoking the

identity given in Equation D.38 of Appendix D, we may write
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Recognizing that the Rouse matrix, A jk, is composed only of constant values independent

of the chain connector vectors, we have
�
@/@Qk

� · A
T
jk = 0, and can simplify Eq. (5.32) to

the form
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which, upon substitution into Eq. (5.31), results in
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(5.33)
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Defining

bA jk = A jk �
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(5.34)

the Fokker-Planck equation is rewritten as
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and its dimensionless equivalent is given by
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In the absence of internal friction, both U jk, and V jk reduce to 0, and bA jk becomes A jk. In

order to simplify the notation, it is convenient to rewrite the Fokker-Planck equation in

terms of collective coordinates. We define

fQ⇤ ⌘ ⇥
Q
⇤
1, Q

⇤
2, ..., Q

⇤
N
⇤ ⌘

h
Q⇤11 ,Q

⇤2
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⇤3
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⇤1
2 ,Q

⇤2
2 , ..., Q⇤3N

i

and write fQ⇤i = Q⇤�k , where k = 1, 2, ...,N and � = 1, 2, 3 (represent Cartesian components

in the x, y, z directions, respectively), with i related to k and � as i = 3 (k � 1)+�. Similarly,
gF⇤ s ⌘ ⇥

F
⇤ s
1 , F

⇤ s
2 , ..., F

⇤ s
N
⇤
, and eu⇤ ⌘

h
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i
. The di↵usion matrix D of size

N ⇥ N is defined, whose elements are the tensors bA jk. The block matrix K⇤ is defined

such that its diagonal elements are given by the 3 ⇥ 3 matrix ⇤, and its o↵-diagonal

blocks are 0. Lastly, the block matrix U consists of the tensors U jk. In terms of these

collective variables, the stochastic di↵erential equation equivalent to Eq. (5.36), using

Itô’s interpretation (Öttinger, 1996), is given by
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where eW⇤ is a 3N�dimensional Wiener process, and B · BT = D. The symmetricity

and positive-definiteness of the di↵usion matrix is established empirically in Section D.2

of Appendix D. The square-root of the di↵usion matrix is found using Cholesky

decomposition (Press et al., 2007). Equation (5.37) is solved numerically using a simple

explicit Euler method, as follows

fQ⇤ (tn+1) =fQ⇤n +
"
K⇤ (tn) ·fQ⇤ (tn) �

 
'

1 + 2'
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1
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!  
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!
eu⇤ (tn)

#
�tn +

1
p

2
�eS⇤n (5.38)

where �eS⇤n = B · �eW⇤
n.

In Fig. 5.2, the scaling of the execution time as a function of the chain length is

presented for a code written using the simple explicit Euler method for solving the SDE.

The time taken for simulation of simple Rouse chains scales with an exponent of 1.7 with

respect to the chain length, whereas chains with internal friction scale with an exponent

of 2.7. Moreover, running simulations on chains with internal friction after dropping

the noise term from the governing equation does not seem to significantly a↵ect the

execution time, indicating that the calculation of the square root of the di↵usion tensor,

using Cholesky decomposition, represents only a minor portion of the total workload.

Furthermore, the execution time and scaling for chains with internal friction is practically

una↵ected by the value of the internal friction parameter.

The code is written in a way that the simulation of chains without internal friction

involves neither the construction of the U and D matrices, nor the evaluation of the

divergence terms or the square-root of the di↵usion tensor. In fact, the Rouse case

is simulated exactly as given in Eq. (4.4) of Öttinger (1996), which is a significant

simplification over the case with internal friction turned on.

In absolute numbers, the execution time for one trajectory of a ten-bead Rouse chain

is 0.07 seconds, whereas that for a ten-bead Rouse chain with internal friction (' = 1.0)

is 49.6 seconds, representing an increase that is nearly three-orders in magnitude.

In order to relate the time-evolution of the connector vectors to macroscopically

observable rheological properties, it is necessary to specify an appropriate stress tensor

expression for the model discussed above. The formal, thermodynamically consistent

stress tensor expression for free-draining models with internal friction may be obtained
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Figure 5.2: Scaling of simulation time as a function of number of beads in the chain.

Execution time is calculated as an average over one hundred trajectories at each value

of Nb. Each trajectory is 100 dimensionless times (�H) long. Simulations performed on

MonARCH, the HPC hosted at Monash University, with all the runs executed on the same

type of processor [16 core Xeon-E5-2667-v3 @ 3.20GHz servers with 100550MB usable

memory]. A step size of �t⇤ = 10�2 is used for all the simulation runs in this plot.

using the Giesekus expression (Schieber and Öttinger, 1994), as follows
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where C jk is the Kramers matrix (Bird et al., 1987b). Upon simplification, as detailed in

Appendix C,

⌧p = npkBT (Nb � 1) � � np

*Nb�1X

k=1

QkF
c
k

+
(5.40)

which is formally similar to the Kramers expression (Bird et al., 1987b), except that the

force in the connector vector, F
c
k, is redefined to include contributions from both the spring
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and the dashpot (also noted by Wedgewood (1993); Schieber and Öttinger (1994); Hua

et al. (1996) for Hookean dumbbells with IV), as follows,

F
c
k = F

s
k + KCkQk (5.41)

where Ck =
⇣
Qk · ~Q̇k�/Q2

k

⌘
. Substituting Eq. (5.41) into Eq. (5.40) and using the closed-

form expression for Ck as given by Eq. (5.23), the dimensionless stress tensor expression

is obtained as
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where ✏ = 2', and the definitions of µkl and �(k)
l are provided in Eqs. (5.26) and (5.28).

Variance reduction (Öttinger, 1996; Wagner and Öttinger, 1997) has been used in

the evaluation of steady-shear viscometric functions at low shear rates (�H�̇ < 1.0), and

for the calculation of oscillatory shear material functions at all frequencies reported in this

work. In Fig. 5.3, the e↵ectiveness of variance reduction in oscillatory shear flow has been

illustrated by comparison against data obtained from control simulations without variance

reduction, for the same ensemble size of 104 trajectories and a step-size of �t⇤ = 10�3.

The underlined terms in Eqs. (5.38) and (5.42) may be calculated by two routes:

analytically, using recursive functions as explained in Appendix D, or they can be

calculated numerically. The connector vectors appearing in Eqs. (5.43)–(5.44) below

are in their dimensionless form, with the asterisks omitted for the sake of clarity. The

numerical route for the calculation of divergence is described below. Consider the general

divergence,
@

@Qk
·G jk =

3X

�=1

3X

�=1

@

@Q�
k

⇣
G��jk

⌘
e� (5.43)

where � and � run over the three Cartesian indices, G jk is a configuration-dependent

tensor, and e� is a unit vector. The computation of the divergence requires the calculation

of nine gradient terms, which are evaluated using the central-di↵erence approximation.

One such evaluation is shown here as an example:
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where �1 is the spatial discretization width along one Cartesian direction, representing

the infinitesimal change in Q1
k . The error in the evaluation of the gradient using this

approximation scales as O
⇣
�2

1

⌘
. We have validated that the divergences calculated
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Figure 5.3: Illustration of the e�cacy of variance reduction for a ten-bead chain with

internal friction in small amplitude oscillatory shear flow.

numerically agrees with that obtained using recursive functions [see Figure D.4 in

Appendix D], and have chosen the numerical route in view of its faster execution time

that is largely invariant with chain length. In numerical computations, we set �1 = �2 =

�3 = �d = 10�5, unless noted otherwise.

5.3 Results

5.3.1 Code Validation

In Fig. 5.4, the methodology for the estimation of the shear stress jump from BD

simulations is illustrated for a three-bead chain with an internal friction parameter of unity,

subjected to a dimensionless shear rate of �H�̇ = 50. The shear viscosity is recorded as a

function of time, and a fourth order polynomial is fit through the data points, to obtain its

extrapolated value at t⇤ = 0, which represents the stress-jump, as indicated by the triangle.

In Fig. 5.5, the stress-jump calculated for di↵erent chain lengths using the procedure

described above is plotted as a function of the dimensionless shear rate. It is observed
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Figure 5.4: Procedure for estimation of stress jump illustrated for a three-bead chain with

' = 1.0, subjected to steady-shear flow at �H�̇ = 50. A fourth order polynomial is fit to

the transient shear viscosity data, to obtain the extrapolated value at t⇤ = 0.0.

that the stress jump is independent of the shear rate, in agreement with the theoretically

expected trend (Gerhardt and Manke, 1994). The horizontal lines in the figure represent

the approximate analytical values for the stress jump evaluated by Manke and Williams

(1988), and very good agreement is observed between the values estimated using the two

approaches.

In Fig. 5.6 (a), the stress jump evaluated from BD simulations for two di↵erent

values of the internal friction parameter is plotted as a function of the number of springs

in the chain. The semi-analytical approximation of Manke and Williams Manke and

Williams (1988) is found to compare favourably against the exact simulation result.

Furthermore, it is observed that the stress jump scales linearly with number of springs

in the chain, with the slope of the line dependent on the internal friction parameter. It

is instructive to first understand the two simplifying assumptions made in Manke and

Williams Manke and Williams (1988) before interpreting the data in Fig. 5.6 (b) where the

percentage di↵erence between the analytical and simulation results is plotted as a function

of chain length at a fixed value of the internal friction parameter. The first assumption is

that the configurational distribution function at the inception of flow may be approximated

by its equilibrium value, as mentioned in the discussion surrounding Eq. (6.31). Secondly,
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Figure 5.5: Stress jump as a function of dimensionless shear rate for various chain lengths

and a fixed internal friction parameter of ' = 1.0. Lines are approximate solutions by

Manke and Williams (1988). Error bars are smaller than symbol size.

it is assumed that the terminal connector vectors and interior connector vectors contribute

equally towards the stress jump. This assumption is necessary only for chains with N > 2,

because there is no distinction between a terminal and interior connector vector for a

dumbbell (N = 1), and the two connector vectors for the N = 2 case are shown by Manke

and Williams (1988), using the first assumption, to contribute identically to the total stress

jump. It is anticipated that the second assumption would be most severely tested in chains

with fewer number of springs, where the terminal springs represent a larger fraction of the

overall chain, and becomes progressively better with an increase in the number of springs.

The expected trend is clearly borne out by Fig. 5.6 (b), where the deviation between the

exact simulation result and the analytical value first increases (beyond N = 1) and later

decreases with the number of springs in the chain.

5.3.2 Complex viscosity from oscillatory shear flow

In Figures 5.7 and 5.8 , the material functions in oscillatory shear flow are plotted

for a fixed value of the internal friction parameter, and varying number of beads in the

chain. The exact BD simulation results, indicated by symbols, are compared against

the the approximate prediction given by Dasbach et al. (1992), shown as solid lines.
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(a)

(b)

Figure 5.6: (a) Comparison of stress jump obtained using extrapolation of BD simulation

data, and approximate solutions by Manke and Williams (1988) indicated by solid lines.

(b) Percentage di↵erence between stress jump obtained using the two approaches, as a

function of chain length. Dashed lines are drawn to guide the eye. Error bars are smaller

than symbol size.
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Schieber Schieber (1993) has obtained predictions for ⌘0 and ⌘00 for Hookean dumbbells

(Nb = 2) with internal viscosity, using a Gaussian approximation (GA), and these

predictions have been shown using dash-dotted lines. The high-frequency-limiting value

of ⌘0 obtained by GA agrees with that derived by Dasbach et al. (1992). Furthermore,

while the functional form of ⌘00 obtained by GA matches with the expression given by

Dasbach et al. (1992), they di↵er in the sense that the GA predicts a '-dependent rescaling

of the frequency which is absent in the latter work.

As seen from Fig. 5.7 (a), the inclusion of internal friction into the Rouse model

introduces a qualitative change in the variation of the dynamic viscosity, ⌘0, with the

appearance of a plateau in the high-frequency regime, in contrast to the Rouse model

where ⌘0 ! 0 in the high-frequency limit. The numerical value of the plateau is equal to

the stress jump, as seen from our simulations, which is in agreement with the theoretical

prediction of Gerhardt and Manke (1994). Since the stress jump scales linearly with

the number of beads in the chain[Fig. 5.6 (a)], and the Rouse viscosity, ⌘R, scales as

N2 [Eq. (2.17)], the height of the high-frequency plateau decreases with an increase in

the number of beads in the chain. The di↵erence in the dynamic viscosity for the three

di↵erent cases are less perceptible in the low frequency regime, where they are all seen

to approach the respective Rouse viscosity. The GA prediction (Schieber, 1993) is seen

to perform marginally better than the Dasbach et al. (1992) prediction at low frequencies.

With the increase in the number of beads, the Dasbach et al. (1992) approximation

compares satisfactorily against BD simulation results.

In Fig. 5.7 (b), the dynamic viscosity for chains with internal friction is scaled by its

corresponding values for a Rouse chain and plotted as a function of scaled frequency. It is

seen that the departure from Rouse prediction is pushed to higher values of the scaled

frequency with an increase in the number of beads. Furthermore, since models with

internal friction predict a saturation of the dynamic viscosity at high frequencies, and since

the Rouse model prediction in the high frequency regime decays asymptotically as ⇠ !�2

[Eq. 2.19], the scaled dynamic viscosity is expected to vary as ⇠ !2 at high frequencies.

This scaling is observed for all three cases examined in Fig. 5.7 (b). The long-chain

(Nb = 100) result predicted by the Dasbach et al. (1992) approximation plotted on the

same graph, further enunciates that for a fixed value of ', the e↵ect of internal friction

decays with an increase in chain length.

A similar weakening of internal friction e↵ects has also been predicted by the RIF

model (Khatri and McLeish, 2007), where the relaxation time of a mode q is simply

the sum of a mode-number-dependent Rouse contribution (⌧R
q ⌘ ⌧R/q2), and an internal

friction contribution (⌧int) that is independent of mode-number. Here, ⌧R =
⇣
N2

b⇣/⇡
2H

⌘
is
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(a)

(b)

Figure 5.7: Plots of the real (⌘0) component of the complex viscosity, as a function of the

scaled frequency, for a fixed value of the internal friction parameter and three di↵erent

values for the number of beads in the chain, scaled by (a) the Rouse viscosity and (b) the

real component of the complex viscosity of a Rouse chain. The solid lines are approximate

solutions given in Dasbach et al. (1992). The dash-dotted lines represent predictions

obtained using the Gaussian approximation (Schieber, 1993). Error bars are smaller than

symbol size.
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(a)

(b)

Figure 5.8: Plots of the imaginary component (⌘00) of the complex viscosity, as a function

of the scaled frequency, for a fixed value of the internal friction parameter and three

di↵erent values for the number of beads in the chain, scaled by (a) the Rouse viscosity

and (b) the imaginary component of the complex viscosity of a Rouse chain. The solid

lines are approximate solutions given in Dasbach et al. (1992). The dash-dotted lines

represent predictions obtained using the Gaussian approximation (Schieber, 1993). Error

bars are smaller than symbol size.
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the Rouse relaxation time, and ⌧int = K/H is a characteristic timescale defined on the basis

of the damping coe�cient of the dashpot. The relative magnitude of the two timescales is

then
⌧int

⌧R
q
=

 
⇡q
Nb

!2

' (5.45)

Two aspects are clear from the pre-averaged model predictions, for a fixed value of ':

Firstly, for a fixed chain length, the e↵ects of internal friction are most pronounced at the

higher mode numbers, i.e., at short time scales, and has the least impact on the global

relaxation time, corresponding to the q = 1 case. This aspect is qualitatively evident from

Fig. 5.7 (b): at low frequencies, where long wavelength motions (low mode numbers)

are perturbed, the dynamic viscosity for chains with internal friction is indistinguishable

from the Rouse value. At higher frequencies, where short wavelength motions (large

mode numbers) are probed, a clear departure from the Rouse value is observed, and one

could consider that the deviation occurs at some critical mode number for a given chain

length. Secondly, for a given mode number, the e↵ect of internal friction diminishes

with an increase in the chain length. This trend is also evident from Fig. 5.7 (b), where

it is observed that the onset of deviation from the Rouse prediction is pushed to higher

frequencies with an increase in chain length. Hagen and coworkers (Qiu and Hagen,

2004b; Pabit et al., 2004; Hagen, 2010) predict, based on experimental reconfiguration

time measurements on proteins, that the e↵ect of internal friction is most easily discernible

in short molecules that fold on microsecond-timescales, and could scarcely be detected in

longer molecules whose folding times are in the millisecond range.

In Fig. 5.8 (a), the imaginary component of the complex viscosity, ⌘00, is normalized

by the Rouse viscosity and plotted as a function of the scaled frequency. The Rouse

scaling exponents at the low, intermediate and high frequency regimes are indicated in

the figure. It is seen that inclusion of internal friction does not a↵ect the Rouse scaling

at low and high frequencies. In the intermediate frequency regime, a power law region

appears with an increase in the number of beads, with an exponent not exactly identical

to the Rouse value. However, it is anticipated that the Rouse exponent in the intermediate

frequency regime would be attained for chains with greater number of beads. As observed

in the case of ⌘0, the accuracy of the Dasbach et al. (1992) prediction is seen to improve

with an increase in the number of beads. Notably, for the two-bead case, the GA

prediction for ⌘00 is closer to the BD results at low frequencies, but a slight deviation

is observed at values of the scaled frequency, �⇤ > 2.

In Fig. 5.8 (b), ⌘00 is normalized by its corresponding value for a Rouse chain and

plotted as a function of frequency. At the coarsest level of discretization (Nb = 2), there

is a striking, qualitative di↵erence between the Dasbach et al. (1992) approximation
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and exact BD simulation results, in that the former predicts a frequency-independent

response, while the latter exhibits a frequency-dependent variation which is also seen in

models with higher number of beads. The GA prediction, however, captures the frequency

dependence at the Nb = 2 level, but is unable to account for the slight increase observed

at �⇤ > 2, and underestimates the magnitude of the high-frequency plateau. Furthermore,

the low-frequency plateau for all the three values of the chain lengths (Nb) simulated is

seen to approach unity, which is also the value predicted by the Dasbach et al. (1992)

approximation in the long-chain (Nb = 100) limit. Additionally, the onset of decrease in

⌘00/ (⌘00)R is pushed to higher frequencies as the number of beads in the chain is increased.

In Figures 5.9 and 5.10 , the e↵ect of the internal friction parameter on material

functions in oscillatory shear flow is examined for a five-bead chain. The exact BD

simulation results, indicated by symbols, are compared against the the approximate

prediction given by Dasbach et al. (1992), shown as lines.

As seen from Fig. 5.9 (a), the height of the high-frequency plateau in the dynamic

viscosity varies directly with the magnitude of the internal friction parameter. The low

frequency, or long wavelength, response of the chain is una↵ected by a variation in the

internal friction parameter. In Fig. 5.9 (b), the dynamic viscosity normalized by its

corresponding value for a Rouse chain and plotted as a function of the scaled frequency.

This quantity is seen to increase as the square of the frequency, for the same reasons

elaborated in connection with Fig. 5.7 (b).

In Fig. 5.10 (c), the imaginary component of the complex viscosity is scaled by the

Rouse viscosity and plotted as a function of frequency. The e↵ect of the variation in the

internal friction parameter is almost negligible in the low frequency regime and is weak

in the high frequency regime.

The di↵erence between the approximate model predictions and the exact BD

simulation results are most starkly visible in Fig. 5.10 (d), where the imaginary component

of the complex viscosity is scaled by its corresponding value for a Rouse chain and plotted

as a function of the scaled frequency. Firstly, the approximate model predicts a low-

frequency plateau that is dependent on the internal friction parameter. The simulation

results, however, appear to converge on a low-frequency plateau value that is almost

independent of the IV parameter. Secondly, the di↵erence between the two predictions is

seen to increase with the internal friction parameter.

In addition to the assumptions made in connection with the calculation of the

stress jump, the Dasbach et al. (1992) approximation also relies on a normal-coordinate

transformation, using the eigenvectors of the Rouse matrix, which allows the writing of a

separate di↵usion equation for each of the normal modes, and the subsequent evaluation of
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(a)

(b)

Figure 5.9: Plots of the real (⌘0) component of the complex viscosity, as a function of the

scaled frequency, for a five-bead chain at three di↵erent values for the number of beads

in the chain, scaled by (a) the Rouse viscosity and (b) the real component of the complex

viscosity of a Rouse chain. The lines are approximate solutions given in Dasbach et al.

(1992). Error bars are smaller than symbol size.
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(a)

(b)

Figure 5.10: Plots of the imaginary component (⌘00) of the complex viscosity, as a function

of the scaled frequency, for a five-bead chain at three di↵erent values for the number of

beads in the chain, scaled by (a) the Rouse viscosity and (b) the imaginary component

of the complex viscosity of a Rouse chain. The lines are approximate solutions given in

Dasbach et al. (1992). Error bars are smaller than symbol size.
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the material functions. Based on the comparison of this approximation against exact BD

simulations and the GA prediction, it appears that this route for coordinate transformation

is justified for longer chains, but might not be prudent for the two-bead case. Furthermore,

as explained in detail by Schieber and coworkers Hua et al. (1996), the evaluation of the

stress tensor in the Dasbach et al. (1992) approach relies on approximating an average

of the ratio,
D
QQ/Q2

E
, by the ratio of averages, hQQi /

D
Q2

E
. This could be another

probable source of discrepancy between the approximation and the exact BD simulation

results observed in Figs. 5.7 - 5.10.

A major motivation for the inclusion of internal friction in early theoretical models

for polymeric solutions (Peterlin, 1967; Peterlin and Reinhold, 1967; Bazúa and Williams,

1974) was to explain the high-frequency limiting value of the dynamic viscosity, ⌘0(!!
1) ⌘ ⌘01, observed in experiments (Lamb and Matheson, 1964; Philippo↵, 1964; Massa

et al., 1971). An improvement to the Rouse/Zimm models was sought since they

predict that the dynamic viscosity vanishes in the limit of high frequency, in contrast

with experimental observations which in most instances indicate a positive limiting

value (Lamb and Matheson, 1964; Philippo↵, 1964; Massa et al., 1971). Models with

internal friction, however, are able to successfully predict this plateau. There do exist

systems, however, where the limiting value of the dynamic viscosity in the high frequency

limit is negative (Morris et al., 1988). A detailed experimental investigation of the solvent

molecule and polymer segment relaxation dynamics in such systems has been conducted

by Lodge and coworkers (Morris et al., 1988; Lodge, 1993). They conclude that such

negative values of ⌘01 cannot be explained within the existing polymer kinetic theory

framework. Suggested modifications to the framework comprise the inclusion of an

additional term in the stress tensor expression that accounts for coupling e↵ects between

the polymer molecules and the solvent (Bird, 1989). It is not clear what factors determine

when internal friction may be invoked to explain high frequency oscillatory shear data,

and when additional physics needs to be considered. This is an important question that

awaits theoretical and experimental investigation, but is beyond the scope of the present

work.

An alternative explanation o↵ered by Lodge and coworkers (Lodge, 1993) for the

⌘01 > 0 observed, for example, in a dilute solution of polystyrene in Aroclor is that the

polymer molecules, possessing a lower glass transition temperature (Tg) than the solvent,

retard the rotational mobility of the solvent molecules and increase the viscosity of the

solution, thereby resulting in a positive value for ⌘01. The opposite e↵ect is observed

in the case of polyisoprene in Arocolor, wherein the polymer molecules accelerate the

solvent mobility, resulting in ⌘01 < 0.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.11: Steady-shear viscometric functions for bead-spring-dashpot chains with

varying number of beads in the chain and values of the internal friction parameter. The

horizontal lines in the figures indicate the material functions for a Rouse chain.
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5.3.3 Steady-shear viscometric functions

In Fig. 5.11, the steady-shear values of the material functions are scaled by the

corresponding values for a Rouse chain and plotted as a function of the characteristic

shear rate. Schieber (1993) has shown, using the Gaussian approximation for dumbbells,

that the zero-shear rate viscometric functions are una↵ected by internal viscosity. The

simulation data is found to concur with this prediction for all the three material functions.

It is found that  2 is practically zero across the range of shear rates examined for all the

cases.

As observed from Figs. 5.11 (a) and (b), there is a striking similarity in the steady-

shear variation of viscosity between Rouse chains with internal viscosity, and Rouse

chains with hydrodynamic interactions (Zylka, 1991; Prabhakar and Prakash, 2006), in

that there is shear-thinning followed by shear-thickening. For bead-spring-dashpot chains

with a fixed number of beads, it is observed that the characteristic shear rate at which the

minimum in the viscosity occurs is largely una↵ected by the internal friction parameter.

At shear rates larger than this critical value, the viscosity is found to increase with an

increase in the IV parameter. For Rouse chains with hydrodynamic interactions, not only

is the zero-shear-rate viscosity di↵erent from the free-draining case, the shear-dependence

of viscosity is markedly dependent on the number of beads in the chain (Zylka, 1991):

for Nb < 6, the Rouse viscosity is lower than the Zimm viscosity, and at large shear

rates, where the e↵ect of HI weakens, the viscosity values tend towards the Rouse value,

and a shear-thinning is observed, following the Newtonian plateau at low shear rates.

For Nb � 6, however, the Rouse viscosity is greater than the Zimm viscosity, and at

higher shear rates, the weakening of hydrodynamic interactions result in an upturn in

the viscosity, causing it to approach the Rouse limit. An analogous explanation for the

shear-thickening observed in Rouse chains with internal friction does not seem possible,

since not only does the internal friction parameter result in a pronounced increase in shear

thickening at high shear rates, but the viscosity is also seen to exceed the Rouse value,

clearly ruling out any weakening of the internal friction e↵ects at high shear rates.

As seen from Figs. 5.11 (c), the onset of shear-thinning in the first normal stress

coe�cient is pushed to higher shear rates, and the extent of shear-thinning reduced, with

an increase in the number of beads at a fixed value of the internal friction parameter. For

an internal friction parameter value of ' = 1.0, and the range of shear rates examined in

the present work, there doesn’t appear to be a shear-thickening in the first normal stress

coe�cient. BD simulations for Hookean dumbbells with internal friction by Hua and

Schieber (1995) show a similar plateauing in the first normal stress coe�cient, as seen
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in the present work. There appears to be a suggestion, but no clear evidence of shear-

thickening of  1, in their work(Hua and Schieber, 1995).

It is anticipated that a shear-thickening in  1 would be observed at higher values

of the internal friction parameter, as evidenced by Fig. 5.11 (d), where the e↵ect of the

internal friction parameter on the first normal stress coe�cient is examined for a five-

bead chain. At lower values of ', there is no pronounced shear-thickening in  1, but a

value of ' = 3.0 results in the onset of a pronounced shear-thickening at �p�̇ ⇡ 100.0.

Furthermore, this critical shear rate for the onset of shear-thickening in  1 is about an

order-of-magnitude larger than that in the case of viscosity.

It appears plausible that the shear-thickening in the viscosity and the first normal

stress coe�cient involves an interplay of internal friction and the number of beads in the

chain.

A prevalent notion in the literature (Manke and Williams, 1986, 1989, 1991, 1993)

is that the ' ! 1 corresponds to the rigid-rod limit. This is supported by the

following observation. The stress jump for rigid dumbbells with a Gaussian distribution

of lengths is given by Hua et al. (1996) ⌘jump,rigid = 0.4 npkBT�H; while the stress jump

for Hookean dumbbells with IV has the following form given by Manke and Williams

(1988), ⌘jump,IV = 0.4
⇥
2'/(1 + 2')

⇤
npkBT�H. Clearly, taking the ' ! 1 limit for

Hookean spring-dashpots gives the rigid-rod result. The similarity between the two

models, however, ceases here, and their steady-shear viscometric functions look markedly

di↵erent: while bead-rod-chains are known to display a plateau in viscosity at high shear-

rates (Petera and Muthukumar, 1999), preceded by a shear-thinning regime, there is a

pronounced increase in shear-thickening as ' is increased for flexible chains with internal

friction. Furthermore, while the first normal stress coe�cient for bead-rod chains shear-

thins continuously (Petera and Muthukumar, 1999), chains with IV exhibit a slight shear-

thickening at high shear rates, as discussed previously.

A detailed comparison of the rheological properties of FENE dumbbells with IV and

rigid dumbbells is given in Chapter 4 where it is concluded that a combination of finite

extensibility and a high value of the internal friction parameter (' � 5) is required to

qualitatively mimic the steady-shear rheological response of rigid-rod models.

5.4 Conclusions
The exact set of stochastic di↵erential equations, and a thermodynamically consistent

stress tensor expression for a Rouse chain with fluctuating internal friction has been

derived. The BD simulation algorithm for the solution of these equations has been
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validated by comparison against approximate predictions available in the literature for

the stress jump, and material functions in oscillatory and steady simple shear flows have

been calculated. Semi-analytical predictions (Dasbach et al., 1992) for the dynamic

viscosity are in near-quantitative agreement with the exact simulation results, with the

accuracy improving with an increase in the number of beads in the chain. The di↵erence

between the predictions and the simulation results are more pronounced for the case of

the imaginary component of the complex viscosity. The approximation by Dasbach et al.

(1992) fails to capture the frequency dependence of ⌘00 for the dumbbell case observed in

exact BD simulations and predicted by the Gaussian approximation (Schieber, 1993).

The approach developed by Williams and coworkers (Manke and Williams,

1988; Dasbach et al., 1992), however, is valid only in the linear viscoelastic regime,

and cannot be used to obtain steady-shear viscometric predictions. The Gaussian

approximation (Schieber, 1993) solution is only available for Hookean dumbbells with

internal friction, and is unable to predict the shear-thickening in viscosity observed in

exact Brownian dynamics simulations.

Bead-spring-dashpot chains exhibit a non-monotonous variation in the viscosity

with respect to the shear rate, with shear-thinning followed by shear-thickening. At a

fixed value of the internal friction parameter, the shear-thickening e↵ect is seen to weaken

with an increase in the number of beads in the chain. Increasing the internal friction

parameter at a fixed value of the number of beads in the chain leads to an increase in

shear-thickening. The inclusion of internal friction results in a slight shear-thickening of

the first normal stress coe�cient, with the onset of thickening pushed to lower shear rates

with an in increase in the internal friction parameter. The results of the present chapter

have been written up as a manuscript, and is available in Kailasham et al. (2021b).

The importance of hydrodynamic interactions in describing the dynamics of dilute

polymer solutions is well-documented (Prabhakar and Prakash, 2002; Sunthar and

Prakash, 2005; Larson, 2005; Schroeder, 2018; Prakash, 2019), with Chapters 3 and

4 and describing particularly the consequences of including HI in models with internal

viscosity. However HI has not been considered in the present chapter, because its

inclusion introduces an explicit coupling between all bead-pairs, and the procedure

developed here is not applicable for the decoupling of the connector vector velocities.

The solution of bead-spring-dashpot chains with hydrodynamic and excluded volume

interactions is a subject for future study.

In the next chapter, the importance of fluctuations in the treatment of internal friction

is examined, by comparing data obtained obtained from simulating the exact stochastic
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di↵erential equations derived in the present chapter, against the analytical predictions of

a preaveraged internal friction model.



Chapter 6

How important are fluctuations in the
treatment of internal friction in
polymers?

6.1 Introduction
The most widely used theoretical framework for the interpretation of internal friction

e↵ects (Soranno et al., 2012; Schulz et al., 2012; Ameseder et al., 2018; Soranno et al.,

2018) is the Rouse model with internal friction (Khatri and McLeish, 2007) (RIF) and its

variants (Cheng et al., 2013; Samanta et al., 2014; Samanta and Chakrabarti, 2016), which

modify the standard continuum Rouse model to include an additional frictional force that

resists changes in the curvature of the space-curve representing the polymer molecule.

While these models remain preferred due to their analytical tractability, their accuracy,

from a theoretical standpoint, has so far been unquestioned. We first show that the RIF

model represents an approximation that ignores fluctuations in the internal friction force

and is rather a preaveraged treatment. As discussed in Chapter 5, we have developed an

exact numerical solution to the Rouse model with fluctuating internal friction, and used

it to estimate linear-viscoelastic and steady-shear viscometric functions using Brownian

dynamics (BD) simulations. In this chapter, the exact model is used to test the accuracy

of the RIF model, by comparing their predictions for quantities both at and away from

equilibrium.

The e↵ect of internal friction on the dynamics of protein reconfiguration is

commonly quantified experimentally by tagging the molecule with fluorescent donor-

acceptor pairs along their contour length, and extracting a characteristic reconfiguration

time from the autocorrelation of the fluorescence signal (Soranno et al., 2017, 2018).
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Analytical and simulation estimates of the reconfiguration time are based on the

autocorrelation of the vector that connects the tagged monomers along the chain (Cheng

et al., 2013; Samanta et al., 2014; Samanta and Chakrabarti, 2016). We examine this

property, which represents an equilibrium situation, where the molecule is suspended in a

quiescent fluid. In order to examine the importance of fluctuations away from equilibrium,

a polymer molecule subjected to simple shear flow is considered as a prototypical out-of-

equilibrium process. Several biological processes, such as ciliary and flagellar oscillations

in microorganisms (Poirier and Marko, 2002; Mondal et al., 2020; Nandagiri et al., 2020),

are driven by the hydrolysis of ATP molecules, and the contribution from internal friction

in these far-from-equilibrium processes is seen to outweigh hydrodynamic drag by nearly

an order of magnitude. Protein molecules such as hormones and antibodies are commonly

subjected to shear flow during various stages of bioprocessing (Bekard et al., 2011). The

conformational dynamics of these molecules in flow directly a↵ects their structure and

function, which further adds relevance to the study of the dynamic response of polymers

to shear flow.

We find that the equilibrium predictions made by the preaveraged model and the

one with fluctuations di↵er at small separations between the tagged monomers along

the polymer backbone, with the di↵erence diminishing with an increase in the inter-tag

separation. However, in the presence of shear flow, the two model predictions di↵er

starkly and qualitatively: the preaveraged model predicts values for the chain extension

and viscosity that are identical to the standard Rouse model, with the internal friction

parameter only a↵ecting the transient phase that precedes the attainment of steady state.

Contrarily, as seen from Chapter 5, exact BD simulations which account for fluctuations

in IV establish that both the transients and the steady-state values are modified by internal

friction.

The rest of this chapter is organized as follows. In Section 6.2, the discrete version

of the RIF model is presented and solved using normal-mode analysis. The derivation

of the governing set of stochastic di↵erential equations for a bead-spring-dashpot chain

with preaveraged internal friction is presented in Sec. 6.3. Results on the e↵ect of

fluctuations at equilibrium [Sec. 6.4] and in flow [Sec. 6.5] are presented next, followed

by concluding remarks in Sec. 6.7. The application of the normal mode analysis for

obtaining an analytical expression for the mean-squared end-to-end distance of coarse-

grained models in shear flow, and the detailed steps for the derivation of the appropriate

stress tensor expression for chains with preaveraged internal friction have been presented

in Appendix E.
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6.2 Solution of discrete RIF model
The standard RIF model is in the continuous chain limit, but it is convenient to work with

a discrete model for ease of comparison with simulations. The solution of the discrete

model is presented below, following which it will be established that it is identical to

the continuous chain RIF model as the number of beads, Nb � 1. In the discrete RIF

model, the beads, each of radius a and suspended in a solvent of viscosity ⌘s, are located

at positions {r1, r2, · · · , rNb}, and connected by Hookean springs of sti↵ness H in parallel

with dashpots that have a damping coe�cient (K/3). The factor of 3 is explained below.

The dashpots provide a resistive force that is proportional to the relative velocity between

adjacent beads, and the force due to internal friction on a bead µ not at the chain ends is

given by (Khatri and McLeish, 2007)

F
(IV),RIF
µ = (K/3)

⇣
ṙµ+1 � ṙµ

⌘
� (K/3)

⇣
ṙµ � ṙµ�1

⌘

= (K/3)
h
ṙµ+1 � 2ṙµ � ṙµ�1

i (6.1)

where ṙµ = drµ/dt. The overdamped Langevin equation for the time evolution of rµ, is

given as (Khatri and McLeish, 2007)

drµ

dt
= �

 
H
⇣
+

K
3⇣

d
dt

! NbX

⌫=1

A(R)
µ⌫ r⌫ +  · rµ + ⇠µ(t) (6.2)

where ⇣ = 6⇡⌘sa is the bead friction coe�cient, A(R)
µ⌫ are elements of the Rouse

matrix (Bird et al., 1987b) defined as

A
(R) =

0
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@

1 �1 0 · · · 0

�1 2 �1 0 · · · 0

0 �1 2 �1 · · ·
...
...

...

0 0 · · · �1 2 �1

0 0 · · · 0 �1 1

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA

(6.3)

and  represents the flow-field, which is 0 in the absence of flow, and takes the form given

by Eq. (2.13) of Chapter 2 for simple shear flow. The internal friction parameter, ' ⌘ K/⇣,

is taken to be the ratio of the damping coe�cient of the dashpot to the bead friction

coe�cient. The moments of the noise term, ⇠µ(t), are not specified in real space, but rather

in normal-mode space. Essentially, Eq. (6.2) is solved by first using the eigenvectors of

the Rouse matrix for projecting the bead positions into normal-mode space, followed by

the assumption that the noise term in normal mode space is white, so as to satisfy the

requirements of equipartition. This treatment results in a solution which is similar to the
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standard Rouse model, with a renormalization of the mode relaxation times. The detailed

steps are given below. The elements of the orthogonal matrix ⌦ which project the bead-

positions into normal-mode space are given by (Verdier, 1966; Kopf et al., 1997)

⌦µn =

 
2 � �n0

Nb

!1/2

cos
" 
µ � 1

2

!
n⇡
Nb

#
(6.4)

where µ = 1, 2, 3, ...Nb and n = 0, 1, 2, ...(Nb � 1). The columns of ⌦ are eigenvectors of

A
(R), which means

X

µ

⌦µm⌦µn = �mn

X

n

⌦µn⌦⌫n = �µ⌫

X

µ

X

⌫

⌦µnAµ⌫⌦⌫m = am�nm

(6.5)

where am refers to the eigenvalues of A
(R), given by

am = 4 sin2
 

m⇡
2Nb

!
; m = 0, 1, 2, ..., (Nb � 1) (6.6)

We additionally define ✓ = (K/3⇣) = '/3 for notational convenience. It is desired to

first calculate the autocorrelation of the interbead connector vector, Rµ⌫ ⌘ r⌫ � rµ, at

equilibrium. Setting  = 0 in Eq. (6.2) and transforming to normal co-ordinates, X j

(Verdier, 1966; Kopf et al., 1997) using X j =
P
µ⌦µ jrµ, the governing equation becomes

dXp

dt
= �

Hp

⇣p
Xp + gp(t) (6.7)

where the moments of the noise vector, gp(t), are given as follows

D
g↵p

E
= 0;

D
g↵p(t)g�q(t0)

E
=

2kBT
⇣p

�pq�
↵��(t � t0) (6.8)

with Hp = Hap, and ⇣p = ⇣
⇣
1 + ✓ap

⌘
. The indices ↵ and � in Eq. (6.8) run from 1 to

d, where d denotes the dimensionality of the system. For the rest of this appendix, we

shall concern ourselves with the d = 3 case. Eq. (6.7) represents the equation of motion

of a Brownian harmonic oscillator moving in a potential of sti↵ness Hp and experiencing

a friction coe�cient ⇣p. For such an oscillator, it is known that (Verdier, 1966; Doi and

Edwards, 1986; Kopf et al., 1997)
D
Xp(0) · Xq(t)

E
=

3kBT
Hp

�pqe�t/⌧p (6.9)

where

⌧p = ⇣p/Hp = (⇣/4H) sin�2 (p⇡/2Nb) + (K/3H) (6.10)
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The expressions for the bead position vectors in terms of the normal coordinates is given

as

rµ =

Nb�1X

j=0

⌦µ jX j(t) (6.11)

and the vector joining beads µ and ⌫ is written as

Rµ⌫(t) ⌘ r⌫(t) � rµ(t) =
r

2
Nb

Nb�1X

q=1

(
cos

" 
⌫ � 1

2

!
q⇡
Nb

#
� cos

" 
µ � 1

2

!
q⇡
Nb

#)
Xq(t) (6.12)

from which the expression for its autocorrelation may be written as

D
Rµ⌫(0) · Rµ⌫(t)

E
=

 
2

Nb

! Nb�1X

q=1

Nb�1X

p=1
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2
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2
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⇥
(
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2
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p⇡
Nb

#
� cos

" 
µ � 1

2

!
p⇡
Nb

#) D
Xp(0) · Xq(t)

E

(6.13)

The choice of the noise term in normal mode space [Eq. (6.8)] ensures that the mean-

squared value of the segmental vector Rµ⌫ at equilibrium is given by
D
R

2
µ⌫

E
eq
⌘

D
R

2
µ⌫(0)

E
=

3|⌫ � µ| (kBT/H). Using Eqs. (6.9) and (6.13), the normalized autocorrelation for the

discrete RIF model may be written as follows
D
Rµ⌫(0) · Rµ⌫(t)

E

D
R

2
µ⌫(0)
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2
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1
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For the special case of the end-to-end vector, RE(t) ⌘ R1Nb(t), the normalized

autocorrelation is given by

hRE(0) · RE(t)i
D
R

2
E(0)

E =

"
8

Nb (Nb � 1)

# "Nb�1X

p:odd

cos2
 

p⇡
2Nb

!  
1
ap

!
e�t/⌧p

#
(6.15)

Using Eq. (6.10), we may write

t
⌧p
⌘

Hpt
⇣p
=

0
BBBBBB@

Hapt

⇣
⇣
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⌘

1
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and
t
⌧p
⌘

 
1 + ✓a1

1 + ✓ap

!  
ap

a1

!  
t
⌧1

!
, (6.17)
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The expression for the normalized dimensionless autocorrelation of the interbead

connector vector is then
D
R
⇤
µ⌫(0) · R⇤µ⌫(t⇤)

E

D
R
⇤2
µ⌫(0)
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and the dimensionless, normalized autocorrelation of the end-to-end vector may therefore

be rewritten as
⌦
R
⇤
E(0) · R⇤E(t⇤)

↵
D
R
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E (0)
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In terms of t/⌧1, the autocorrelation is given to be

⌦
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The normalized autocorrelation for the continuum model is as follows (Khatri and

McLeish, 2007; Doi and Edwards, 1986)
⌦
R
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where

e⌧p =
⇣
N2

b⇣/p
2⇡2H

⌘
+ (K/3H) , (6.22)

and the dimensionless mean-squared end-to-end distance at equilibrium is given by
D
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From Eqs. (6.10) and (6.22), and recognizing that sin(x) ⇡ x as x! 0, it is observed that

⌧p !e⌧p as Nb ! 1.

The infinite summation in Eq. (6.23) runs over all positive odd integers. We define

a related quantity S (Nb,Nt, t/e⌧1), as

S (Nb,Nt, t/e⌧1) =
2Nt�1X

p=1,3,5,..

 
1
p2
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exp
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�p2

"
(Nb/⇡)2 + ✓

(Nb/⇡)2 + p2✓
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t
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!)
(6.24)

In Fig. 6.1, the variation of S as function of the number of terms included in the

summation, Nt, for two di↵erent chain lengths, at two values of the dimensionless time
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(a)

(b)

Figure 6.1: Plot of number of terms required for convergence of summation indicated by

Eq. (6.24) for two di↵erent chain lengths, for models without [(a)] and with [(b)] internal

friction, at di↵erent values of the scaled time.
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(a)

(b)

Figure 6.2: Comparison of the normalized autocorrelation expressions for the discrete

[dashed line, Eq. (6.20)] and continuum [solid line, Eq. (6.23) ] RIF models, for various

chain lengths, for models without [(a)] and with [(b)] internal friction. Note that s ⌘ t/⌧1

for the discrete model and s ⌘ t/e⌧1 for the continuum model.
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and the internal friction parameter are displayed. In Fig. 6.1 (a), the case without internal

friction is presented, and it is clearly seen that the summation requires fewer than ten

terms for convergence at both early and later values of time. The summation at later times

converges more quickly than the convergence at earlier times, for both two-bead and ten-

bead chains. In Fig. 6.1 (b), the case with internal friction is presented. It is seen that

nearly two hundred terms are required for the convergence of the sum for the two-bead

chain at early times, and the corresponding number for the ten-bead chain at the same

value of scaled time is marginally lower. As seen in (a), the summation at later times

require fewer terms for convergence as compared to early times. We henceforth use two

hundred terms in the numerical calculation of the infinite sum indicated in Eq. (6.23).

In Fig. 6.2, it is seen that the normalized autocorrelation for the discrete model

approaches the continuum result as the chain length is increased, for cases with and

without internal friction. The di↵erence is larger at early times, and lesser at later times,

for all the values of chain length examined in the figure. In this figure, the normalized

autocorrelation for the discrete chain is plotted as a function of time scaled by the longest

relaxation time of the discrete chain [t/⌧1], whereas the autocorrelation for the continuum

model is plotted as a function of t/e⌧1. The variable s is used to refer to the scaled

time, and its exact definition is context-dependent. For the case without internal friction

[Fig. 6.2 (a)], it is clearly seen that the di↵erence between the discrete and continuum

result decreases with an increase in the chain length. However, for the case with internal

friction [Fig. 6.2 (b)], the di↵erence appears to be non-monotonic in the chain length.

Fig. 6.3 examines the variation of the di↵erence between the discrete and continuum

result as a function of chain length, at three di↵erent instances of the scaled time s, for

di↵erent values of the internal friction parameter. Note that the di↵erence between the

two models is taken at the same value of s. The magnitude of the di↵erence is seen

to be larger at shorter times, and smaller at later times, as previously seen in Fig. 6.2,

for models with and without internal friction. However, the nature of the variation of

the di↵erence with the chain length is significantly impacted by the presence of internal

friction. For cases without internal friction, the di↵erence decreases monotonically with

the chain length. With the inclusion of internal friction, however, the di↵erence hits a

peak before decreasing monotonically with the chain length. The height of the peak is

seen to be diminished at later times.

A solution for the continuum RIF chain subjected to shear flow is not available in

the literature. As detailed in Section E.1 of Appendix E, we have derived an expression

for the transient evolution of the dimensionless mean-squared end-to-end vector in shear
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Figure 6.3: The absolute value of the di↵erence between the discrete and continuum

models at various instances of scaled time, plotted as a function of the chain length, for

varying values of the internal friction parameter. Here, fdisc represents the normalized

autocorrelation for the discrete model at the indicated value of s, and fcont represents the

normalized autocorrelation for the continuum model at the same value of s.
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where
D
R
⇤2
E
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= 3 (Nb � 1) is the mean-squared value for the end-to-end vector at

equilibrium. The steady state value is obtained by taking the limit t⇤ ! 1 in Eq. (6.25)

to give
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(6.26)

6.3 Bead-spring-dashpot chain with preaveraged
internal friction

We show next that a Rouse model with preaveraged internal friction, constructed using

the principles of polymer kinetic theory (Bird et al., 1987b; Öttinger, 1996) (PKT), is
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(a)

(b)

Figure 6.4: BD simulation results of the preaveraged internal friction model, for: (a)

Normalized autocorrelation of the end-to-end vector at equilibrium, and (b) transient

evolution of the mean-squared end-to-end vector in shear flow, obtained by numerically

integrating Eq. (6.49). The lines in (a) and (b) represent discrete RIF results given by

Eq. (6.19) and Eq. (6.25), respectively. Error bars, which represent standard error of the

mean, are roughly of the same size or smaller than the symbols used.
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formally identical to the RIF model. A Hookean bead-spring-dashpot chain is considered,

similar to the RIF model, except the dashpot coe�cient is taken to be K. The total force

on a bead µ (not at the chain ends) due to internal viscosity is given by (Prakash, 1999)

F
(IV)
µ = K

 
QµQµ

Q2
µ

!
· ~ṙµ+1 � ṙµ� � K

0
BBBBB@
Qµ�1Qµ�1

Q2
µ�1

1
CCCCCA · ~ṙµ � ṙµ�1� (6.27)

where Qµ ⌘ rµ+1 � rµ is the connector vector joining the µth and the (µ + 1)th bead,

and ~· · ·� represents an average over the distribution of velocities in the phase space.

The equilibrium configurational distribution function for the model is unaltered by

the presence of internal viscosity, and is simply given by the Gaussian distribution

function for a Rouse chain. The preaveraging approximation entails a replacement of the

underlined projection operators in Eq. (6.27) by their average taken with respect to the

equilibrium distribution function, which may be evaluated to be (�/3) (Doi and Edwards,

1986). The resultant internal friction force is then

F
(IV),preav.
µ =

✓K
3

◆
~ṙµ+1 � 2ṙµ � ṙµ�1� (6.28)

which is identical to the RIF description of the same force as given by Eq. (6.1). Notably,

the use of the preaveraging approximation as a means to make flexible polymer models

with internal friction analytically tractable was also suggested by Fixman (1988) several

decades ago.

The equation of motion for the momentum-averaged velocity of the jth connector

vector in a free-draining bead-spring-dashpot chain may be written as [Chapter 5]

~Q̇ j� =  · Q j �
1
⇣

X

k

A jk

 
kBT

@ ln 
@Qk

+
@�

@Qk
+ K

QkQk

Q
2
k

· ~Q̇k�
!

(6.29)

where Ajk is the Rouse matrix as defined as in Eq. (2.3) of Chapter 2.

Clearly, the equation for the jth connector-vector velocity is coupled to that of its

nearest neighbors, which precludes not only the naive substitution of Eq. (6.29) into

an equation of continuity in  , but also the derivation of the Fokker-Planck equation

and the governing set of stochastic di↵erential equations for the system, for all but the

simplest case of a dumbbell (N = 1). This velocity coupling is removed using the three-

step iterative substitution methodology described in Chapter 5, to obtain the governing

set of exact stochastic di↵erential equations for a Rouse chain with fluctuating internal

viscosity that are valid both at equilibrium and in the presence of a flow profile. The same

methodology is applied here to solve for the governing stochastic di↵erential equations of

a Rouse chain with preaveraged internal viscosity.



6.3 Bead-spring-dashpot chain with preaveraged internal friction 149

As detailed in the discussion surrounding Eq. (6.27) in Chapter 6, the preaveraging

approximation entails a replacement of the underlined term in Eq. (6.29) by its average

evaluated with respect to the equilibrium distribution function of a Rouse chain, which is

(�/3). Therefore, for a chain with preaveraged internal viscosity, Eq. (6.29) reduces to

~Q̇ j� =  · Q j �
1
⇣

X

k

A jk

 
kBT

@ ln 
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+
@�

@Qk
+

K
3
~Q̇k�

!
(6.30)

which may be simplified to give
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An ensuing simplicity of the preaveraging approximation is that Eq. (6.31) may directly

be subjected to the iterative-substitution-based decoupling methodology, unlike the case

with fluctuations where the expression for Ck ⌘ Qk · ~Q̇k�/Q2
k must first be decoupled

before obtaining the desired expression for ~Q̇k�.

Firstly, in the forward substitution step, the expression for ~Q̇ j� is substituted into

that for ~Q̇ j+1�, iteratively, starting from j = 1 until j = (N � 1). This results in the

following general expression,
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where the explicit dependence of ~Q̇k� on ~Q̇k�1� has been removed and the following

definitions apply

Mk =
✓ ✓
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◆2  
1

1 � Mk�1

!
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(k)
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(k)
l+1 (6.35)
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Next, in the backward substitution step, the expression for ~Q̇ j� is substituted into

that for ~Q̇ j�1�, iteratively, starting from j = N until j = 2. This results in the following

general expression,
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✓ ✓

1 + 2✓

◆  1
1 � Pk

!
~Q̇k�1� +

 
1

1 + 2✓

! NX

l=k

e⇢(k)
l

�
 · Ql

�

+

 
kBT
⇣

!  
1

1 + 2✓

!  
1

1 � Pk

!  
@ ln 
@Qk�1

!
+

 
1
⇣

!  
1

1 + 2✓

!  
1

1 � Pk

!  
@�

@Qk�1

!

�
 
kBT
⇣

!  
1

1 + 2✓

! NX

l=k

eG(k)
l

 
@ ln 
@Ql

!
�

 
1
⇣

!  
1

1 + 2✓

! NX

l=k

eG(k)
l

 
@�

@Ql

!

(6.36)

where the explicit dependence of ~Q̇k� on ~Q̇k+1� has been removed and the following

definitions apply

Pk =
✓ ✓

1 + 2✓

◆2  
1

1 � Pk+1

!
; with PN = 0. (6.37)
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The quantity eG(k)
l appearing in Eq. (6.36) is constructed using a slightly elaborate

procedure. It is useful to first consider the Rouse matrix, A [defined as in Eq. (2.3)], of

size ⌥ ⇥ ⌥, where ⌥ = (N � k) + 1, and the intermediate quantity,

eY (k)
s =

✓ ✓
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◆s�1
2
666664
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!3777775 (6.39)

which is then used to populate a matrix, b⇥
(k)

, of size ⌥⇥⌥ that has the following structure
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(6.40)

We next consider the matrix Z
(k) constructed from A [see Eq. (2.3)] and b⇥

(k)
, such

that Z
(k) = A ·b⇥

(k)
. Now, eG(k)

k+m is defined as the (m + 1)th diagonal element of Z
(k). As the

final step of the decoupling procedure, a change of variable, k ! (k + 1), is performed

in Eq. (6.36), and the resulting expression is substituted into the equation derived from

the forward substitution step [Eq. (6.32)]. The decoupled expression for ~Q̇k� is finally
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obtained as
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In defining Eqs. (6.34), (6.38), and (6.39), we have adopted the convention 00 = 1, i.e.,

when ✓ = 0, �(k)
k = e⇢(k)

k =
eY (k)

1 = 1. The matrix elements, ⇤kl, and Jkl, each of size N ⇥ N,

are defined as
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and

bJkl =
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The procedure for the construction of eG(k+1)
l which appears in Eq. (6.44) is fairly

similar to that described in Eq. (6.40) for the construction of eG(k)
l , with the only caveat

that the size of the block matrices, A and the b⇥
(k+1)

, remain ⌥⇥⌥, where ⌥ = (N � k)+1.

Another point of di↵erence between the preaveraged IV model and the fluctuating

IV one is that for the former, the quantities {Mk, Pk,�
(k)
l , E

(k)
l ,e⇢

(k)
l ,

eY (k)
s , eG(k)

l ,⇤kl, Jkl} are

functions only of the internal friction parameter ✓, and not dependent on the chain

configuration or the flow strength. In the fluctuating IV model, however, these quantities

are functions of both the internal friction parameter, and the chain configuration.

As the next step, the expression for ~Q̇k� will be substituted into the equation

of continuity, recognizing that the homogeneous flow profile allows one to write the
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continuity equation solely in terms of the relative coordinates, Qk. This means that

the distribution function  
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where Jkl = Jkl�, and ⇤kl = ⇤kl�. Since Jkl is composed entirely of constant coe�cients

that are independent of the stochastic variables Qk, it is divergence-free, and the noise

term may be rewritten, giving the following Fokker-Planck equation
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where we have implicitly used the fact that J
T
kl = Jkl�

T = Jkl, and note that Jkl = Jlk, and

⇤kl = ⇤lk. Noting that F
(�)
l ⌘ �

@�/@Ql
�
= HQl for Hookean springs, the stochastic

di↵erential equation may be written, using the Itô interpretation (Öttinger, 1996) of

Eq. (6.46), as
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where dWl is three-dimensional Wiener process, and
NX

j=1

Bk jBl j = Jkl (6.48)

The dimensionless form of Eq. (6.47) is presented as

dQ
⇤
k =

 
1

1 + 2✓

! " NX

l=1

⇤kl
�
⇤ · Q⇤l

� �
 
1
4

! NX

l=1

JklQ
⇤
l

#
dt⇤ +

s
1

2(1 + 2✓)

NX

l=1

Bkl dW
⇤
l , (6.49)

which is integrated numerically using the simple Euler discretization (Öttinger, 1996)

method, with a time-step width of �t⇤ = 10�3. Averages are evaluated over an ensemble

of O(105) trajectories.
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In Fig. 6.4, simulation results at equilibrium and in shear flow, obtained by

numerically integrating the stochastic di↵erential equation for the preaveraged IV model

using BD simulations (shown as symbols) have been compared against discrete RIF

predictions (indicated by lines), for several parameter values. The excellent agreement

between the two model predictions establishes their equivalence. Furthermore, the

preaveraged treatment predicts that internal friction only a↵ects the time-evolution of

the mean-squared end-to-end vector in shear flow, but not its steady-state value which is

identical to the standard Rouse model prediction.

6.4 E↵ect of fluctuations at equilibrium
As the next step, the accuracy of the preaveraging approximation is compared against the

exact numerical solution [see Chapter 5] we have derived recently, in which the original

non-preaveraged form of the internal friction force given by Eq. (6.27) is used. BD

simulations of the Rouse model with fluctuating internal friction were performed with

a time-step width of �t⇤ = 10�3. Averages are evaluated over an ensemble of ⇡ 104 � 105

trajectories.

In Fig. 6.5, the normalized autocorrelation of R
⇤
µ⌫ ⌘ r

⇤
⌫ � r

⇤
µ in a chain with Nb

beads predicted by the discrete RIF model (indicated by lines) is compared against exact

BD simulation results of a model with fluctuating internal friction (shown as symbols).

The notation {µ, ⌫,Nb} uniquely identifies the vector originating at the bead index µ and

terminating at ⌫ in a chain of Nb beads. The parameter space specified by {µ, ⌫,Nb}
may broadly be classified into three topological classes (Des Cloizeaux, 1980; Toan

et al., 2008; Samanta et al., 2014; Kumari et al., 2021), and these categories have been

considered in Fig. 6.5 (a)-(c). In Fig. 6.5 (a), the end-to-end case is considered, where

µ and ⌫ are taken to be the terminal beads in a chain. Fig. 6.5 (b) represents the end-

to-interior topology class, where ⌫ is taken to be a terminal bead, and µ is chosen from

the interior set of beads, while Fig. 6.5 (c) represents the interior-to-interior case wherein

both µ and ⌫ are taken to be interior beads. In all the three cases, the di↵erence between

the fluctuating IV model and the preaveraged one is seen to diminish with an increase in

⌫ � µ, i.e., the number of beads between the µ and ⌫ positions. A similar qualitative trend

was observed for other values of ', and consequently, ' = 3.0, has been used for all the

cases considered in Fig. 6.5. In Fig. 6.5 (d), the root-mean-squared di↵erence (RMSD,

�) between the two model results are plotted against the bead number µ, at two di↵erent

values of the interbead separation, ⌫ � µ. It is observed that the RMSD decreases with an

increase in the interbead separation, and is fairly insensitive to the specific choice of the
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(a) (b)

(c) (d)

Figure 6.5: Normalized autocorrelation of R
⇤
µ⌫, the vector connecting the µth and ⌫th bead

in a chain with Nb beads, for (a) end-to-end, (b) end-to-interior, and (c) interior-to-interior

cases. The notation {µ, ⌫,Nb} is used to completely specify the vector originating at the

bead index µ and terminating at ⌫ in a chain with Nb beads. Lines represent preaveraged

model results, given by Eq. (6.18). Symbols are BD simulation results on the Rouse model

with fluctuating internal friction. An internal friction parameter of ' = 3.0 has been used

for all the cases. Subfigure (d) represents the root-mean-squared di↵erence between the

two model results for various values of the interbead separation ⌫ � µ, quantified as � =s
1

Npoints

PNpoints
i=1

h
y(BD)

i � y(analytical)
i

i2
, where y(BD/analytical)

i refers to the simulation/analytical

result at the ith datapoint, with Npoints the number of time-instances at which the simulation

results have been obtained.
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bead number µ. This implies that the end-to-interior, and the interior-to-interior topology

classes may be considered equivalent with regards to the measured deviation between the

preaveraged and fluctuating IV results.

There are two implications to the trend observed in Fig. 6.5: firstly, the preaveraged

model is su�ciently accurate for characterizing the bead connector vector correlations

of longer segments, as compared to local correlations corresponding to shorter chain

segments, and secondly, the preaveraged model may satisfactorily be used for end-to-end

vector reconfiguration time calculations provided that a su�ciently fine enough level of

discretization (i.e., large enough Nb) is chosen. Note, however, that the choice of Nb is not

arbitrary, and its largest permitted value is the number of Kuhn segments in the underlying

polymer molecule. For example, the preaveraged IV model (Samanta and Chakrabarti,

2016; Soranno et al., 2017, 2018) has been used for studying internal friction e↵ects in

the sixty-seven amino-acid residue cold shock protein at various concentrations of the

denaturant, guanindinium chloride (GdmCl). The protein has a Kuhn segment length of

about five residues at 6M GdmCl, which implies that the number of Kuhn segments in the

molecule, and consequently the finest level of discretization, Nb, is (67/5) ⇡ 13. From

Fig. 6.5, it would appear that at such values of Nb, the use of the preaveraged IV model

for the calculation of the reconfiguration time would be justified for an internal friction

parameter of ' = 3.0. The discrepancy between the two model predictions, however, is

expected to increase with the internal friction parameter. Furthermore, internal friction

has also been observed in a synthetic tryptophan cage molecule (Qiu et al., 2002; Qiu and

Hagen, 2004a) with twenty-residues, whose Kuhn segment length has not been reported,

and it would appear that fluctuations in internal friction should be included for modeling

such small molecules, given the constraint on the level of discretization.

6.5 E↵ect of fluctuations in shear flow
In Fig. 6.6, the normalized, steady-state mean-squared end-to-end distance of a chain in

simple shear flow is plotted as a function of the dimensionless shear rate. The lines,

which represent the preaveraged model results, coincide with the simple Rouse model

predictions implying that the steady-shear values are una↵ected by the internal friction

parameter, as also evident from Fig. (6.4) (b). The model with fluctuating internal friction,

however, predicts that the extension in shear-flow is a function of the internal friction

parameter.

There exist no prior studies of the viscometric functions predicted by the Rouse

model with preaveraged internal friction. We have derived an expression for the stress
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Figure 6.6: Normalized steady-state mean-squared distance as a function of

dimensionless shear rate for chains in shear flow. Lines correspond to preaveraged model

results given by Eq. (6.26). Symbols are BD simulation results on the Rouse model with

fluctuating internal friction.

tensor [see Section E.2.3 in Appendix E for details] by using the Giesekus formula (Bird

et al., 1987b), since this choice has been shown to lead to thermodynamically consistent

results for models with fluctuating IV (Schieber and Öttinger, 1994). An analytical

expression for the time-evolution of the shear viscosity may be obtained, using normal-

mode analysis, as follows

⌘p(t⇤)
npkBT�H

=

 
1
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! NX

m,n,q=1
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!
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where C denotes the Kramers matrix (Bird et al., 1987b), L = J · C, S = ⇤ · C,

and eaq and ebq represent the eigenvalues of J and ⇤, respectively. The matrix ⇧

diagonalizes J, as
PN

l,n=1⇧l jJln⇧nk =eaj� jk. The validity of Eq. (6.50) has been established

by comparison against BD simulations on the model with preaveraged IV, as shown

in Fig. E.2 of Appendix E. An important rheological consequence of internal friction

is the appearance of a discontinuous, shear-rate-independent, jump in viscosity at the

inception of flow (Manke and Williams, 1988; Hua and Schieber, 1995), as discussed in

Chapter 4. This phenomenon, called “stress jump" is not predicted by other bead-spring-
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(a)

(b)

(c)

Figure 6.7: Stress jump as a function of chain length for (a) preaveraged IV and (b)

fluctuating IV models. In (c) the stress jump is plotted as a function of the internal

friction parameter, for two di↵erent chain lengths. Preaveraged model results are given

by Eq. (6.52), while the fluctuating IV predictions are obtained using the semi-analytical

approximation given by Manke and Williams (1988).
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chain models. The stress jump predicted by the preaveraged IV model is given by

⌘p(t⇤)
npkBT�H
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1 + 2✓
S
#

(6.52)

which follows from Eq. (6.50) upon recognizing that the function Iq(t⇤) in Eq. (6.51)

vanishes as t⇤ ! 0.

In Fig. 6.7, the stress jumps predicted by the preaveraged and the fluctuating IV

models are plotted as a function of the chain lengths and the internal friction parameter. A

semi-analytical approximation for the stress jump in Rouse chains with fluctuating IV has

been derived by Manke and Williams (1988), and compares excellently against exact BD

simulation results [see Figure 5.6 in Chapter 5], with the accuracy of the approximation

observed to improve with an increase in the number of beads. This approximate solution

has therefore been used to plot Fig. 6.7 (b). From Figs. 6.7 (a) and 6.7 (b), it is observed

that while the fluctuating IV model predicts that the stress jump scales linearly with

the chain length for values of the internal friction parameter spanning two orders of

magnitude, a similar linear dependence in the preaveraged model predictions is pushed to

larger values of the number of springs, N, as the internal friction parameter is increased.

From Fig.6.7 (c), it is observed that for a given value of the internal friction parameter, ',

and chain length, the stress jump predicted by the fluctuating IV model is lower than that

predicted by the preaveraged model. Furthermore, for a given value of the chain length,

the stress jump predicted by the fluctuating IV model saturates with an increase in the

internal friction parameter. No such saturation, however, is predicted by the preaveraged

IV model.

In Fig. 6.8, the transient evolution of shear-viscosity for models with preaveraged

and fluctuating IV are compared for a five-bead chain. As seen from Fig. 6.8 (a), at a

fixed value of the shear rate, there is a qualitative di↵erence in the transient evolution of

viscosity as predicted by the two models for two di↵erent values of the internal friction

parameter. In Fig. 6.8 (b), the transient response is plotted for a fixed value of the internal

friction parameter and two di↵erent shear rates. The preaveraged model prediction is

independent of the shear rate, and grows monotonously, while the viscosity predicted by

the model with fluctuations is shear-rate-dependent, going through a local maximum for

larger shear rates, as seen clearly for the �H�̇ = 20.0 case.

Furthermore, in the long-time limit, the preaveraged IV model predicts a shear-rate

independent, constant value of the viscosity, equal to the Rouse viscosity for a given

chain length, independent of the internal friction parameter. As seen from Fig. 5.11 of

Chapter 5, however, Rouse chains with fluctuating IV exhibit a shear-thinning followed

by a shear-thickening of the steady-state viscosity with respect to the shear rate, with
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Figure 6.8: The e↵ect of (a) internal friction parameter, and (b) shear rate on the time

evolution of the dimensionless shear viscosity for a five-bead Rouse chain with internal

friction. Lines correspond to preaveraged model predictions given by Eq. (6.50). Symbols

are BD simulation results on the Rouse model with fluctuating internal friction.
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Figure 6.9: Steady-shear viscosity as a function of the dimensionless shear rate. The broken

horizontal line corresponds to the preaveraged model result [Eq. (E.69) with t⇤ ! 1]. Hollow

symbols are BD simulation results on the Rouse model with fluctuating internal friction. Filled

symbols indicate viscosity data for 0.01 wt% xanthan gum solution, taken from the work of Liang

and Mackay (1993). Error bars are roughly of the same size or smaller than the symbols used.

the internal friction parameter governing the onset and extent of the observed shear-

thickening.

6.6 Comparison with experimental data
There is a dearth of experimental data that attempt to examine the influence of

IV on the steady shear rheology of dilute polymer solutions. An exception is the work

by Liang and Mackay (1993) who have performed cessation of shear-flow experiments

on sem-dilute xanthan gum solutions to specifically identify the elastic and viscous

contributions to the total shear stress. Schieber and coworkers (Hua and Schieber, 1995)

have previously compared BD simulation results for dumbbell models with IV against

Liang and Mackay (1993)’s data. The same data is used here in order to establish the

significance of internal friction in capturing the dissipative or viscous contribution to

the total stress in the context of the two models considered in this work. In Fig. 6.9,

the steady-shear viscosity of Rouse chains with fluctuating internal friction (indicated by

hollow symbols) is plotted against the shear rate non-dimensionalized by the timescale

obtained from the Rouse zero shear viscosity �p = ⌘R/npkBT . The experimental value

of the zero-shear-rate viscosity is used for plotting the Liang and Mackay (1993) data.

The preaveraged IV result, indicated by the broken horizontal line, is independent of the

internal friction parameter and the shear rate. While Rouse chains with fluctuating IV
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Figure 6.10: (a) Elastic and (b) viscous components of the steady state stress as a function of

the dimensionless shear rate. Lines represent preaveraged IV results [Eq. (E.67) with t⇤ ! 1].

Hollow symbols are BD simulation results on the Rouse model with fluctuating internal friction.

Filled symbols indicate viscosity data for 0.01 wt% xanthan gum solution, taken from the work

of Liang and Mackay (1993). Error bars are roughly of the same size or smaller than the symbols

used.
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display both shear-thinning and thickening, as discussed in greater detail in Kailasham

et al. (2021b), the xanthan gum solution only exhibits shear-thinning. It is known

from Hua and Schieber (1995); Kailasham et al. (2018) that the shear-thickening e↵ect

may be suppressed by the use of finitely extensible (FE) springs. It is essential that

other nonlinear e↵ects, such as excluded volume (EV) and hydrodynamic interactions

(HI) are considered, before qualitative or quantitative agreement can be obtained with

experiments (Sunthar and Prakash, 2005; Sasmal et al., 2017; Prakash, 2019). The e↵ect

of interchain interactions would also need to be accounted for before comparison with

semi-dilute solution data. The development of molecular models that account for all these

phenomena is still work in progress.

In Fig. 6.10, the elastic and viscous contributions to the steady-state stress are plotted

as a function of the dimensionless shear rate. The value of the internal friction parameter

for xanthan gum solution is unknown, and we use ' = 1 for the purposes of a qualitative

comparison of predictions with experiments. The filled symbols are obtained from

cessation of shear-flow experiments (Liang and Mackay, 1993), while the hollow symbols

and broken lines represent the fluctuating and preaveraged IV results, respectively. While

polymer models with rigid connectors also predict a dissipative contribution to the total

stress, the inclusion of internal friction is essential for capturing the viscous component of

the total stress in flexible chain models. As discussed above, agreement with experimental

data cannot be expected by including the physics of internal friction alone. Nevertheless,

the existence of a viscous contribution to the shear stress demonstrates the importance of

accounting for IV.

6.7 Conclusions
The results of this chapter clearly indicate that fluctuations significantly a↵ect the

dynamics of polymer molecules away from equilibrium. While a majority of experiments

and simulations (Wensley et al., 2010; Soranno et al., 2012; Schulz et al., 2012; Cheng

et al., 2013; Ameseder et al., 2018) over the last two decades on understanding the e↵ects

of internal friction on biomolecule dynamics have focused on equilibrium measurements,

such as reconfiguration and folding times, the e↵ect of this phenomenon on the probability

distribution of polymer extensions in coil-stretch transitions during turbulent flow has

recently garnered attention (Vincenzi, 2021). We anticipate that the present work will

provide a theoretical framework for discerning the e↵ects of internal friction in out-of-

equilibrium systems. The results of this chapter have been written up as a manuscript,

and is available in Kailasham et al. (2021a).
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Quantitative comparisons against experiments would require the incorporation of

hydrodynamic interaction e↵ects (Sasmal et al., 2017; Prakash, 2019). However, the

solution of coarse-grained models which account for fluctuations in both internal viscosity

and hydrodynamic interactions (with more than two beads), have additional challenges,

as discussed in Chapter 5, that have not been addressed so far.





Chapter 7

Conclusions and Future Work

7.1 Conclusions
The broad objective of this work has been the theoretical and computational investigation

of the e↵ects of internal friction on the dynamics of polymer solutions, using Brownian

dynamics simulations of bead-spring-dashpot models. The following is a brief list of the

key contributions of this thesis:

1. The existence of two types of internal friction—wet and dry—is revisited, and

a simple protocol is proposed (Chapter 3) for distinguishing between the two

types and extracting the appropriate internal friction coe�cient. The scheme

requires repeatedly stretching a polymer molecule and measuring the average work

dissipated in the process by applying the Jarzynski equality. The internal friction

coe�cient is then estimated from the average dissipated work in the extrapolated

limit of zero solvent viscosity.

2. A detailed characterization of the rheological consequences of internal friction

and hydrodynamic interactions in a finitely extensible dumbbell model is provided

(Chapter 4), examining the e↵ects of these nonlinear phenomena on the stress

relaxation modulus at equilibrium, and on the transient and steady-state material

functions in the presence of simple shear flow.

3. The conventional machinery for the numerical solution of bead-spring-chain

models is not readily applicable to systems with internal friction, due to a coupling

between the connector vector velocities. We have proposed a method (Chapter 5)

to overcome this inadequacy, by expanding the scope of an existing decoupling

methodology (Manke and Williams, 1988), and obtained exact rheological

predictions for linear viscoelastic properties and steady-shear material functions.

165
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We have validated our algorithm by comparison against available approximate

solutions in the linear viscoelastic regime. Steady-shear viscometric predictions for

models with internal viscosity were hitherto unavailable for chains with greater than

two beads, and are presented here for the first time, to the best of our knowledge.

4. The e↵ects of internal friction on polymer dynamics have been observed in

both biophysical and rheological contexts. The most commonly used theoretical

framework for the interpretation of internal friction e↵ects in the biological context

is the Rouse model with internal friction (RIF) (Khatri and McLeish, 2007), while

rheological investigations have relied on the polymer-kinetic-theory (PKT) based

approach. We have established (Chapter 6) a formal connection between these

two treatments of internal friction, by showing that the RIF model is essentially

a preaveraged treatment of the internal friction force appearing in the PKT-based

approach. While the preaveraged and the fluctuating IV models predict intrachain

autocorrelations that approach each other for long enough chain segments, they

di↵er in their predictions for shorter segments. Furthermore, the two models di↵er

qualitatively in their predictions for the chain extension and viscosity in shear flow,

which is taken to represent a prototypical out-of-equilibrium condition.

The choice of the resolution level for the modeling of internal friction would

ultimately be decided by the amount of information that is needed. For example,

investigations into the molecular origins of internal friction (de Sancho et al., 2014;

Zheng et al., 2018), or the correlation between the magnitude of the internal friction

coe�cient and parameters on an atomistic scale (Schulz et al., 2015b) would necessitate

the use of highly resolved models that accurately specify the energetics of the various

intramolecular interactions and solvent friction. On the other hand, the e↵ect of internal

friction on a large length/time-scale property such as the viscosity may be studied using

coarse-grained models of the type discussed in this thesis, and an estimate of the internal

friction parameter can be obtained using the protocol described in Chapter 3.

The ideas of wet and dry internal friction are briefly reviewed below, in order

to chiefly emphasize the connection between internal friction e↵ects observed in

experiments/all-atom simulations and coarse-grained, micromechanical models of the

type described in Chapter 2 of this thesis.

Netz and coworkers Schulz et al. (2015b) have studied the force-induced unfolding

of ↵-helices and �-hairpins using all-atom, explicit solvent molecular dynamics (MD)

simulations, with equilibration performed in an NPT ensemble, and production runs in an

NVT ensemble. This represents the highest level of resolution possible in the classical
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(Newtonian) sense, one that does not invoke quantum mechanical degrees of freedom. In

order to meaningfully define a free energy, they have identified the protein being pulled as

the “system", and the solvent molecules as the “bath". The free-energy change associated

with taking the protein from its initial state to a final stretched state is defined as the

quasi-static work to be done on the system for realizing this change. At faster than

quasi-static pulling rates, the work expended in the process is greater than the free-energy

di↵erence, and the di↵erence is defined as the dissipation associated with the process.

This dissipation is hypothesized to have two sources: one arising from having to pull

the protein through the bath of solvent molecules, and the other being resistive elements

from within the protein itself. Under identical solvent conditions, it is found that the work

dissipated in stretching a protein correlates with the number of intramolecular hydrogen

bonds ruptured in the process. By repeating the pulling in solvents of varying viscosity

(realized by changing the mass of the solvent molecules Schulz et al. (2012)), and

extrapolating to the ⌘s ! 0 limit, it is possible to extract an internal friction coe�cient for

the protein molecule under investigation. Central to this exercise for finding the internal

friction coe�cient is the heuristic assumption about the additive coupling between the

friction contributions from the solvent and the molecule. Coarse-grained simulations for

modeling such systems would be well-served by the use of the spring-dashpot model,

since it is known that there is a finite source of dissipation over and above that due to the

solvent viscosity. This type of internal friction has been classified to be of the “dry" type,

and is consistently non-zero, independent of the solvent viscosity, at both the levels of

resolution considered.

Soranno et al. (2012) find, based on reconfiguration/folding time studies on a cold

shock protein, that the internal friction in the molecule is of the dry type and argue that

this is due to the exclusion of the solvent from the regions of the protein that contribute to

internal friction.

On the other hand, Soranno et al. (2012) highlight the study by Waldauer et al.

(2010) to explain wet internal friction. Waldauer et al. (2010) have experimentally

studied the intramolecular contact formation in the B1 domain of protein L, and find

that the rate of contact formation is 500 times slower than under high concentrations

of denaturant, which a�rms the presence of internal friction. On a plot of the contact

formation time against the solvent viscosity, however, the extrapolated value of the contact

formation time in the ⌘s ! 0 limit is zero within experimental error, which is a signature

of wet internal friction. Soranno et al. (2012) suggest that the occurrence of wet internal

friction is due to the complete solvation of the chemical groups on the protein responsible

for internal friction. Building upon the work of Alexander-Katz et al. (2009), we show
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in Chapter 3 that wet internal friction can be faithfully incorporated in coarse-grained

models by the inclusion of cohesive, non-bonded interactions. This treatment results in

the occurrence of a friction component that is larger than the solvent contribution at finite

values of the solvent viscosity, and one that vanishes in the ⌘s ! 0 limit.

From the above discussion, it is clear that the choice of dashpots or cohesive

interactions for modeling internal friction e↵ects depends on the nature of the internal

friction present in the molecule (dry/wet). It is quite possible for a polymer to possess

both wet and dry internal friction simultaneously, and such molecules may be modeled

by bead-spring-dashpot chains with cohesive forces and hydrodynamic interactions. The

development of a single-chain model that simultaneously accounts for internal friction,

excluded volume, and hydrodynamic interaction e↵ects remains work in progress.

7.2 Future Work
A few directions in which the current work may be taken further are listed below.

1. As discussed in Chapter 5, in coarse-grained models with more than two beads,

and which account for fluctuations in both internal viscosity and hydrodynamic

interactions, there is a one-to-all coupling between the connector vector velocities,

which precludes the use of the decoupling machinery proposed by Manke and

Williams (1988). The development of an alternate decoupling methodology

would expand the predictive capabilities of the current model, since quantitative

comparisons against experiments would require the incorporation of hydrodynamic

interaction e↵ects (Sasmal et al., 2017; Prakash, 2019).

2. In Chapter 3, the protocol for the measurement of dry internal friction considered a

single-mode spring-dashpot subjected to constant velocity pulling, and it was shown

through analytical calculations and simulations that the work dissipated in the zero-

solvent-viscosity limit is linearly related to the damping coe�cient of the dashpot,

as

hWdisi⌘s!0 = K vd (7.1)

For a bead-spring-dashpot chain whose all springs have the Hookean spring

constant H and dashpots have an associated damping coe�cient K subjected to

similar treatment, as shown in Fig. 7.1, one might anticipate a relationship similar to

Eq. 7.1 for the dissipation, with the single-mode damping coe�cient replaced by an

e↵ective internal friction coe�cient, Ke↵, but it is not immediately obvious how this

e↵ective coe�cient is related to the damping coe�cient of the individual dashpots
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Figure 7.1: Proposed schematic for pulling simulations on a bead-spring-dashpot chain.

and the number of beads in the chain. In other words, if the e↵ective internal

friction coe�cient is represented as Ke↵ = F (K,Nb), it is presently known that

for Nb = 2, Ke↵ = F (K, 2) = K, but the functional form of F (· · · ) is unknown for

the general case of Nb > 2. A knowledge of this relationship would permit a greater

flexibility in the comparisons against experimental data on the dissipation observed

in single-molecule stretching, since it would specify the choice of the damping

coe�cient value for a given level of discretization (Nb), and a fixed value of the

e↵ective internal friction coe�cient. It is possible that a combination of analytical

calculations on a one-dimensional model and BD simulations as discussed in

Chapter 3 may be used to answer this question. The governing equations for a

bead-spring-dashpot chain subjected to pulling would first have to be derived.

3. In the bead-spring-dashpot model considered in this work, an identical value of

the damping coe�cient is chosen for all the dashpots in the chain, in line with the

common practice in the literature. Studies have revealed the influence of internal

friction on the dynamics of chromatin (Poirier and Marko, 2002; Socol et al., 2019),

which has been shown to form topologically associated domains (Lesage et al.,

2019; Kumari et al., 2020, 2021). Depending on their spatial compactness, it is

probable that the di↵erent domains might have di↵erent values of internal friction.

A coarse-grained representation of the polymer, therefore, would perhaps be better

served by the incorporation of “heterogeneous internal friction", by allowing for a

di↵erent damping coe�cient (say K1, K2, · · · ) for each dashpot in the chain.

4. Brownian dynamics simulations on chains with hydrodynamic

interactions[see Prabhakar and Prakash (2004), Jendrejack et al. (2000), for
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example] commonly employ Fixman’s suggestion (Fixman, 1986) for the

evaluation of the noise term in the governing stochastic di↵erential equation,

by using a Chebyshev polynomial expansion to calculate the square root of the

di↵usion matrix. The number of Chebyshev polynomials required in the expansion

depends on the ratio of the maximum eigenvalue of the di↵usion tensor to its

minimum value. Analytical estimates for the eigenvalues of the di↵usion tensor of

the Zimm model (preaveraged HI) are available in Thurston and Morrison (1969);

Kröger et al. (2000). An extension of the Fixman (1986) method for calculating

the noise term for chains with fluctuating internal friction would be simplified if the

maximum and minimum eigenvalues of the di↵usion tensor are known. To the best

of our knowledge, analytical estimates are not available. In this regard, Figure D.6

in Appendix D presents an interesting observation. The smallest eigenvalue of the

di↵usion tensor, for a hundred di↵erent initial configurations of a forty-five-spring

chain, is found to be a constant that depends only on the internal friction parameter.

It therefore appears plausible that the extremal eigenvalues of the di↵usion tensor

may be calculated analytically. Even though Figure 5.2 in Chapter 5 suggests

that the total simulation time for chains with fluctuating internal friction remains

largely una↵ected if the noise term calculation is turned o↵, implying that using

the Fixman (1986) method for the noise-term calculation would not translate to

a significant computational advantage, a careful investigation into the spectral

properties of the di↵usion tensor in systems with internal friction still appears

interesting.
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Appendix A

Derivation of Fokker-Planck and
stochastic di↵erential equations for a
FENE dumbbell with IV and HI

A force balance on the ⌫th bead of a multi-bead chain with internal viscosity,

hydrodynamic interactions, and a FENE spring can be written as follows,

F = ma = F
(h)
⌫ + F

(b)
⌫ + F

(c)
⌫ (A.1)

where F
(h)
⌫ is the hydrodynamic force, F

(b)
⌫ is the Brownian force, and F

(c)
⌫ is the force due

to the spring-dashpot system for any arbitrary spring force. Expressions for each of these

forces are given in Bird et al. (1987b) On substituting the expressions, and neglecting the

masses of the beads, the force balance can be recast as
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� K
 
(r⌫ � r⌫�1) (r⌫ � r⌫�1)

|r⌫ � r⌫�1|2

!
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where � ⌘ �S
FENE [as defined in Eq. 2.10] throughout this appendix.

For a dumbbell, the time-rate of change of the position vectors of the two beads can

then be written as

~ṙ1� = u0 +  · r1 +⌦ ·
 
�kBT

@ ln 
@r2
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(A.3)
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and

~ṙ2� = u0 +  · r2 +⌦ ·
 
�kBT
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Subtracting Eq. (A.4) from Eq. (A.3) yields the following equation for the time-rate of

change of the connector vector, ~Q̇�,

~Q̇� =
⇥
 · Q⇤� 2kBT

⇣
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@Q
ln � 2
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Q2 ·~Q̇� (A.5)

Grouping together the terms containing ~Q̇�, the equation can be rewritten as

~Q̇� =
"
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One can find the inverse of the first bracketed term on the RHS of Eq. (A.6) analytically

with the Sherman-Morrison formula (Press et al., 2007), which states that for a matrix ö

whose inverse ö�1 is known,

[ö + uu]�1 = ö�1 � (ö�1 · u)(ö�1 · u)
1 + u · ö�1 · u

(A.7)

where u and u are vectors. Identifying � as ö,
p
✏� (Q/Q) as u, and

p
✏� (Q/Q) as u, we

get "
� + ✏�

QQ

Q2

#�1

= � � ✏�

✏� + 1
QQ

Q2 (A.8)

Once the inverse has been found in this manner, the equation for ~Q̇� can be written as

shown in Eq. (4.1) of Chapter 4. Substituting the expression for the time-rate of change of

the connector vector into the equation of continuity yields the appropriate Fokker-Planck

equation for the system, as given by Eq. (4.2). The dimensionless form of the same has

been given in Eq. (4.4).

Using Itô’s interpretation, any Fokker-Planck equation of the following form
@ 
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(A.9)

has its equivalent SDE (Öttinger, 1996) given by

dQ = adt + b · dWt (A.10)

where Wt is a Wiener process and b·bT = D. Invoking the identity given in Equation D.38

of Appendix D, the second term on the RHS of Eq. (4.4) can be written as
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Figure A.1: Probability distribution of Q⇤, the dimensionless length of the connector

vector. Solid line corresponds to the analytical function given by Eq. (A.14) for b = 100.

Error bars are smaller than symbol size.

With the above conversion, the Fokker-Planck can be rewritten in a form that is amenable

for applying the Itô interpretation, as shown below,
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(A.12)

The SDE corresponding to this Fokker-Planck equation has been given in Eq. (4.6), and

has the same functional form, irrespective of whether the hydrodynamic interaction tensor

is described using the RPY expression or the Regularized Oseen Burgers expression.

Though the SDE obtained in this work is identical to the one derived by Hua and Schieber

(1996) , the definition of g2 [see Eq. 4.8 in Chapter 4] in our work is di↵erent from

that obtained in theirs. Since it is known that IV and HI do not a↵ect the equilibrium

probability distribution of the dumbbell configurations, we can test the correctness of

the SDE by comparing the probability distribution of the lengths of the connector vector

obtained from simulations against its analytically known expression for FENE dumbbells.
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The equilibrium configurational distribution function for an ensemble of FENE dumbbells

has the following form (Hua and Schieber, 1995),

 ⇤eq(Q⇤) =
1

J⇤eq

 
1 � Q⇤2

b

!b/2

(A.13)

where J⇤eq = 2⇡b3/2B(3/2, ((b+2)/2)). By averaging over the orientations of the dumbbells

in spherical coordinates, the probability distribution of the lengths of the connector vector

can be obtained as

P⇤ (Q⇤) = 4⇡Q⇤2 ⇤eq(Q⇤) (A.14)

In Fig. A.1, the probability distribution generated by our code and that which results

when the SDE from the work by Hua and Schieber (1996) is used, are plotted alongside

the function given by Eq. (A.14) for b = 100. The good agreement between the simulation

results obtained by our code with the analytical result establishes the validity of our SDE.



Appendix B

Illustration of the iterative forward and
backward substitution procedures

In this appendix, the first few iterations of the forward and backward substitution steps

for obtaining the decoupled equation for the connector vector velocity in a freely-

draining bead-spring-dashpot chain are presented. The generating equation is given

below, reproduced from Equation (5.6) of Chapter 5.
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where

Lk ⌘ cos ✓k =
Qk · Qk+1

QkQk+1
(B.2)

and � ⌘ �S
HK [as defined in Eq. 2.9] throughout this appendix. Eq. (B.1) is then subjected

to forward and backward substitution schema to obtain a decoupled expression for Ck.

B.1 Sample iterations from the forward substitution step
In the forward substitution scheme, the equation for Ck is plugged in to that for Ck+1,

starting with k = 1. The step is illustrated for a series of k values, as shown below.

Forward substitution expression for k = 1:

177
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From Eq. (B.1), we have
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Forward substitution expression for k = 2:

From Eq. (B.1), we have
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Multiplying Eq. (B.3) by L1 (Q1/Q2), we obtain
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Substituting Eq. (B.6) into Eq. (B.5),
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and grouping like terms together,
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It is clear from the underlined terms in Eq. (B.4) and Eq. (B.9) that the coe�cients for

the spring force and the Brownian force terms are identical. In the forthcoming steps,

therefore, only the spring force term shall be indicated for the sake of brevity. Once a

general pattern has been identified, the final expression would contain both the Brownian

and the spring force terms, multiplied by the same prefactor.

We thus have the following final expression for C2,
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Forward substitution expression for k = 3:

From Eq. (B.1), we have
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Multiplying Eq. (B.10) by L2 (Q2/Q3), we obtain
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Substituting Eq. (B.12) into Eq. (B.11), we obtain
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and grouping like terms together,
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We thus have the following final expression for C3
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Forward substitution expression for k = 4:

From Eq. (B.1), we have
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Multiplying Eq. (B.16) by L3 (Q3/Q4), we obtain
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Substituting Eq. (B.18) into Eq. (B.17), we obtain
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and grouping like terms together, we obtain
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We thus have the following final expression for C4
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Based on the pattern observed from Eqs. (B.8), (B.14), and (B.20) , a general

expression for the forward susbtituition coe�cients, Mk, may be written as

Mk =
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!
; with M1 = 0, (B.23)

The next challenge is to prescribe a general expression for Ck (1 � Mk), based on the

pattern discerned from Eqs. (B.9), (B.15), and (B.21). Upon careful observation and
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induction, the general expression obtained at the end of the forward substitution step may

be written as shown in Eq. (5.7) of Chapter 5.

B.2 Sample iterations from the backward substitution
step

The backward substitution scheme involves plugging in the equation for Ck into Ck�1,

starting with k = N. The step is illustrated for a series of k values, as shown below.

Backward substitution expression for k = N:

From Eq. (B.1), we have
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which may be recast as
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Backward substitution expression for k = (N � 1):

From Eq. (B.1), we have
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Multiplying Eq. (B.25) by LN�1 (QN/QN�1),

CN LN�1

 
QN

QN�1

!
=

 
⇣

⇣ + 2K

!  
LN�1

QN�1

!  
QN

QN

!
· � · QN

�
(B.27)

+

 
kBT
⇣ + 2K

!  
LN�1

QN�1

!  
QN

QN

!
·
 
@ ln 
@QN�1

!
� 2

 
kBT
⇣ + 2K

!  
LN�1

QN�1

!  
QN

QN

!
·
 
@ ln 
@QN

!

+

 
1

⇣ + 2K

!  
LN�1

QN�1

!  
QN

QN

!
·
 
@�

@QN�1

!
� 2

 
1

⇣ + 2K

!  
LN�1

QN�1

!  
QN

QN

!
·
 
@�

@QN

!

+

 
K

⇣ + 2K

! h
CN�1L2

N�1

i

Substituting Eq. (B.27) into Eq. (B.26), we have
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and grouping like terms together, we have
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⇣ + 2K

!  
1

QN�1

!  
QN�1

QN�1

!
·
 
@�

@QN�2

!

�
 

1
⇣ + 2K

!  
1

QN�1

! "
�

 
K

⇣ + 2K

!
LN�1

 
QN

QN

!
+ 2

 
QN�1

QN�1

!#
·
 
@�

@QN�1

!

�
 

1
⇣ + 2K

!  
1

QN�1

! "
2
 

K
⇣ + 2K

!
LN�1

 
QN

QN

!
�

 
QN�1

QN�1

!#

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
·
 
@�

@QN

!

It is clear from the underlined terms in Eq. (B.25) and Eq. (B.30) that the coe�cients for

the spring force and the Brownian force terms are identical. In the forthcoming steps,

therefore, only the spring force term is indicated for the sake of brevity. Once a general

pattern has been identified, the final expression would contain both the Brownian and the

spring force terms, multiplied by the same prefactor.
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We thus have the following final expression for CN�1,

CN�1 =

 
1

1 � PN�1

!  
K

⇣ + 2K

!
CN�2LN�2

 
QN�2

QN�1

!
(B.31)

+

 
⇣

⇣ + 2K

!  
1

QN�1

! " 
1

1 � PN�1

!  
QN�1

QN�1

!
· � · QN�1

�

+

 
K

⇣ + 2K

!  
1

1 � PN�1

!
LN�1

 
QN

QN

!
· � · QN

�
#

+

 
1

⇣ + 2K

!  
1

1 � PN�1

!  
1

QN�1

!  
QN�1

QN�1

!
·
 
@�

@QN�2

!

�
 

1
⇣ + 2K

!  
1

QN�1

! "
�

 
1

1 � PN�1

!  
K

⇣ + 2K

!
LN�1

 
QN

QN

!

+ 2
 

1
1 � PN�1

!  
QN�1

QN�1

!#
·
 
@�

@QN�1

!

�
 

1
⇣ + 2K

!  
1

QN�1

! "
2
 

1
1 � PN�1

!  
K

⇣ + 2K

!
LN�1

 
QN

QN

!

�
 

1
1 � PN�1

!  
QN�1

QN�1

!#
·
 
@�

@QN

!

Backward substitution expression for k = (N � 2):

From Eq. (B.1), we have

CN�2 =

 
⇣

⇣ + 2K

!  
QN�2

Q2
N�2

!
· � · QN�2

� �
 

1
⇣ + 2K

!  
QN�2

Q2
N�2

!
·
"
� @�

@QN�3
+ 2

@�

@QN�2
� @�

@QN�1

#

(B.32)

+

 
K

⇣ + 2K

! 2666666664CN�3LN�3

 
QN�3

QN�2

!
+CN�1LN�2

 
QN�1

QN�2

!3777777775
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Multiplying Eq. (B.31) by LN�2 (QN�1/QN�2)

CN�1LN�2

 
QN�1

QN�2

!
=

 
1

1 � PN�1

!  
K

⇣ + 2K

!
CN�2L2

N�2 (B.33)

+

 
⇣

⇣ + 2K

!  
1

QN�2

! " 
1

1 � PN�1

!
LN�2

 
QN�1

QN�1

!
· � · QN�1

�

+

 
K

⇣ + 2K

!  
1

1 � PN�1

!
LN�2LN�1

 
QN

QN

!
· � · QN

�
#

+

 
1

⇣ + 2K

!  
1

1 � PN�1

!
LN�2

 
1

QN�2

!  
QN�1

QN�1

!
·
 
@�

@QN�2

!

�
 

1
⇣ + 2K

!  
1

QN�2

! "
�

 
1

1 � PN�1

!  
K

⇣ + 2K

!
LN�2LN�1

 
QN

QN

!

+ 2
 

1
1 � PN�1

!
LN�2

 
QN�1

QN�1

!#
·
 
@�

@QN�1

!

�
 

1
⇣ + 2K

!  
1

QN�2

! "
2
 

1
1 � PN�1

!  
K

⇣ + 2K

!
LN�2LN�1

 
QN

QN

!

�
 

1
1 � PN�1

!
LN�2

 
QN�1

QN�1

!#
·
 
@�

@QN

!
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Substituting Eq. (B.33) into Eq. (B.32), we obtain

CN�2 =

 
K

⇣ + 2K

!
CN�3LN�3

 
QN�3

QN�2

!
+

 
⇣

⇣ + 2K

!  
QN�2

Q2
N�2

!
· � · QN�2

�
(B.34)

+

 
1

⇣ + 2K

!  
QN�2

Q2
N�2

!
·
 
@�

@QN�3

!
� 2

 
1

⇣ + 2K

!  
QN�2

Q2
N�2

!
·
 
@�

@QN�2

!

+

 
1

⇣ + 2K

!  
QN�2

Q2
N�2

!
·
 
@�

@QN�1

!
+

 
1

1 � PN�1

!  
K

⇣ + 2K

!2

CN�2L2
N�2

+

 
⇣

⇣ + 2K

!  
1

QN�2

! " 
K

⇣ + 2K

!  
1

1 � PN�1

!
LN�2

 
QN�1

QN�1

!
· � · QN�1

�

+

 
K

⇣ + 2K

!2  
1

1 � PN�1

!
LN�2LN�1

 
QN

QN

!
· � · QN

�
#

+

 
1

⇣ + 2K

!  
K

⇣ + 2K

!  
1

1 � PN�1

!
LN�2

 
1

QN�2

!  
QN�1

QN�1

!
·
 
@�

@QN�2

!

�
 

1
⇣ + 2K

!  
1

QN�2

! "
�

 
1

1 � PN�1

!  
K

⇣ + 2K

!2

LN�2LN�1

 
QN

QN

!
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1
1 � PN�1

!  
K

⇣ + 2K

!
LN�2

 
QN�1

QN�1

!#
·
 
@�

@QN�1

!

�
 

1
⇣ + 2K

!  
1
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! "
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1
1 � PN�1
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K

⇣ + 2K

!2

LN�2LN�1

 
QN
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!
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1
1 � PN�1

!  
K

⇣ + 2K

!
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QN�1
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·
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!

Defining

PN�2 =

 
1

1 � PN�1

!  
K

⇣ + 2K

!2

L2
N�2 (B.35)
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and grouping like terms together, we have

CN�2 (1 � PN�2) =
 

K
⇣ + 2K

!
CN�3LN�3

 
QN�3

QN�2

!
(B.36)
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⇣

⇣ + 2K
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1

QN�2

! " 
QN�2

QN�2
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· � · QN�2

�
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1

1 � PN�1

!
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QN�1

QN�1

!
· � · QN�1

�

+

 
K

⇣ + 2K
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1
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LN�2LN�1

 
QN

QN

!
· � · QN

�
#
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1
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Q2
N�2

!
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�
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K
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We thus have the following final expression for CN�2,

CN�2 =

 
1

1 � PN�2

!  
K

⇣ + 2K

!
CN�3LN�3

 
QN�3

QN�2

!
(B.37)
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⇣

⇣ + 2K
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1
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1
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QN�2

QN�2
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· � · QN�2
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1
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QN�1

!
· � · QN�1

�

+

 
K

⇣ + 2K
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1

1 � PN�2
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1
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LN�2LN�1

 
QN

QN

!
· � · QN

�
#
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1
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1
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!
·
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1
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1
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1
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QN�1

QN�1

!

+ 2
 

1
1 � PN�2
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QN�2

QN�2

!#
·
 
@�

@QN�2
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�
 

1
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1

QN�2

! "
�
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1
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K
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QN

QN
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1
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1
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!  
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QN
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QN�1
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·
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@QN

!

Backward substitution expression for k = (N � 3):

From Eq. (B.1), we have

CN�3 =

 
⇣

⇣ + 2K

!  
QN�3

Q2
N�3

!
· � · QN�3

� �
 

1
⇣ + 2K

!  
QN�3

Q2
N�3

!
·
"
� @�

@QN�4
+ 2

@�

@QN�3
� @�

@QN�2

#

(B.38)

+

 
K

⇣ + 2K
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QN�4

QN�3

!
+CN�2LN�3

 
QN�2

QN�3
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Multiplying Eq. (B.37) by LN�3 (QN�2/QN�3), we obtain

CN�2LN�3

 
QN�2

QN�3

!
=

 
1

1 � PN�2

!  
K

⇣ + 2K

!
CN�3L2

N�3 (B.39)

+

 
⇣

⇣ + 2K

!  
1

QN�3

! " 
1

1 � PN�2

!
LN�3

 
QN�2

QN�2

!
· � · QN�2

�
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K

⇣ + 2K
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1

1 � PN�2
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1
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LN�3LN�2

 
QN�1

QN�1
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· � · QN�1

�
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K
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1 � PN�2
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1
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LN�3LN�2LN�1

 
QN

QN

!
· � · QN

�
#
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1
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1
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!
LN�3
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QN�3

!  
QN�2
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!
·
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1
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1

QN�3
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K
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1
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!
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1
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LN�3LN�2LN�1

 
QN
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1
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!  
K
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LN�3LN�2
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!
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1
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! "
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1
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K

⇣ + 2K

!2

LN�3LN�2LN�1

 
QN

QN
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1
1 � PN�2
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1

1 � PN�1
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K
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QN�1

QN�1
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·
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@QN
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Substituting Eq. (B.39) into Eq. (B.38),

CN�3 =

 
K

⇣ + 2K

!
CN�4LN�4

 
QN�4

QN�3

!
+

 
⇣

⇣ + 2K

!  
QN�3

Q2
N�3

!
· � · QN�3

�
(B.40)
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!
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!
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1
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QN�1

!
· � · QN�1

�
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K
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K
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1
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1
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!
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!
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1
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K
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Defining

PN�3 =

 
1

1 � PN�2

!  
K

⇣ + 2K

!2

L2
N�3 (B.41)



198 Illustration of the iterative forward and backward substitution procedures

and grouping like terms together, we obtain

CN�3 (1 � PN�3) =
 

K
⇣ + 2K

!
CN�4LN�4

 
QN�4

QN�3

!
(B.42)
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⇣
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We thus have the following final expression for CN�3,
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Backward substitution expression for k = (N � 4):

From Eq. (B.1), we have
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The underlined term in Eq. (B.44) may be found by multiplying Eq. (B.43) by

LN�4 (QN�3/QN�4),
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Based on the pattern observed from Eqs. (B.29), (B.35), and (B.41) , a general expression

for the backward susbtituition coe�cients, Pk, may be written as

Pk =

 
K

⇣ + 2K

!2  
L2

k

1 � Pk+1

!
; with PN = 0, (B.46)

The next challenge is to prescribe a general expression for CkLk�1 (Qk/Qk�1), based on the

pattern discerned from Eqs. (B.27), (B.33), (B.39), and (B.45). Upon careful observation

and induction, the general expression obtained at the end of the backward substitution

step may be written as shown in Eq. (5.11) of Chapter 5.



Appendix C

Derivation of the stress tensor
expression for bead-spring-dashpot
chains with fluctuating internal friction

In the first part of this appendix, it is established that the Giesekus expression for the

stress tensor, shown to be thermodynamically consistent (Schieber and Öttinger, 1994) for

chains with internal friction is formally similar to the Kramers expression, provided that

the force in the connector vector is redefined to account for the restoring force from the

dashpot. In other words, the intermediate steps leading to Equation (5.40), starting from

Eq. (5.39) [in Chapter 5] are first presented. Following this, the detailed steps for arriving

at the closed-form expression for the stress tensor, as given by Eq. (5.42) in Chapter 5,

are presented. Summations are indicated explicitly, and the Einstein convention is not

followed.

The Giesekus expression for the stress tensor is written as follows

⌧p =
np⇣

2

* NX

u=1

NX

v=1

CuvQuQv

+

(1)

=
np⇣
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"
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+
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u,v

CuvQuQv
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�
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u,v

CuvQuQv

+
· T

#
(C.1)

where Cuv represents elements of the symmetric Kramers matrix (Bird et al., 1987b),

which is inverse to the Rouse matrix. We identify B ⌘ PN
u,v=1 CuvQuQv in Eq. (C.1) and aim

to find an expression for
d
dt
hBi, which is also referred to as the equation of change (Bird

et al., 1987b).
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fluctuating internal friction

We start with the continuity equation for a bead-spring-dashpot chain in a

homogeneous flow profile, which may be written as

@ 

@t
= �

NX

j=1

@

@Q j
·
n
~Q̇ j� 

o
(C.2)

The normalized distribution function for the internal coordinates ( ) may be used instead

of the distribution function based on all the bead positions ( ), due to the homogeneous

flow profile being considered in the derivation of the stress tensor expression. The

equation of change for the second-order tensor B may be found by multiplying both sides

of Equation (C.2) and integrating over all space as follows
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where dQ ⌘ dQ1dQ2 · · · dQN On the LHS of Eq. (C.3), since B does not depend explicitly

on t, we may write Z
B
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hBi (C.4)
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and the term within the summation on the RHS of Eq. (C.3) may be written as
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leading to
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and finally
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The first term on the RHS of Eq. (C.8) vanishes, due to the Gauss divergence

theorem (Bird et al., 1987b), since the configurational distribution function is expected

to vanish on a surface that is infinitely large. As a result,
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From Eqs. (C.3), C.4, and (C.9), we thus have the following simplified equation of change

for B,
d
dt
hBi =
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For the specific choice of B considered in this appendix, we have
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and obtain
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The equation of motion for the connector vector velocity is written [see Chapter 5] as

follows
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where Ajk is the Rouse matrix as defined in Eq. (2.3) of Chapter 2 and

Ck =
Qk · ~Q̇k�

Q2
k

(C.14)

The following definition holds for (Sunthar and Prakash, 2005) arbitrary spring-

force laws, with the Hookean sti↵ness of the spring denoted by H and maximum stretched

length of the spring given by Q0

F
s
k ⌘

@�

@Qk
= HQk f (Qk/Q0) (C.15)
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The functional form of the scalar entity, f (Qk/Q0) depends on the spring type used, and

is unity for Hookean springs. The following notation is introduced fk ⌘ f (Qk/Q0) for

convenience. The underlined term in Eq. (C.1) may then be processed as

d
dt

*X

u,v

CuvQuQv

+
⌘ d

dt
hBi =

* NX

j=1

 
~Q̇ j� ·

@B

@Q j

!+
(C.16)

Substituting Eq. (C.13) in Eq. (C.16), we obtain
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The four terms on the RHS of Eq. (C.17) are identified respectively as the flow, Brownian

force, spring force, and internal viscosity force contributions. These terms are processed

sequentially, as shown below. Firstly, we recognize that
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Using Eq. (C.18) and (C.12), we may write
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Recognizing that
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we may write
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Next, the Brownian force term may be processed as
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The solid-underlined term in Eq. (C.23) may be simplified as shown below
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The integral in Eq. (C.24) may be simplified as
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The underlined term in Eq. (C.25) vanishes due to the Gauss divergence theorem, and the

integral in the second term is unity due to the normalization condition, and we have
Z  

@ 

@Q↵
k

!
Q�

k dQ = ��↵� (C.26)

Combining Eq. (C.24) and (C.26), we may show that
*"X

j,k,u

X
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@ ln 
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k
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#+
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Proceeding identically to the steps outlined in Eq. (C.24) to (C.26), the dot-underlined

term on the RHS of Eq. (C.23) also evaluates to be
*"X

j,k,v

X

↵,�

Ajk
@ ln 
@Q↵

k
C jvQ�

v e↵e�

#+
= �N� (C.28)

From Equations (C.23), (C.27) and (C.28), we may write
*X

j,k

 
Ajk

@ ln 
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!
· @B

@Q j

+
= �2N� (C.29)

The last two terms on the RHS of Equation (C.17) may be processed as follows

H
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*X
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+
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Substituting Eq. C.12 into Eq. (C.30), we write
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(C.31)

The underlined term in Eq. (C.31) represents the total force, F
c
k, in the kth connector vector

due to the spring and the dashpot, and may be written as

F
c
k = F

s
k + KCkQk (C.32)

where F
s
k is as defined in Eq. (C.15), and we finally have
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(C.33)

Combining Equations (C.17), (C.22), (C.29), and C.33, we may write

d
dt
hBi =

*X

u,v

CuvQuQv

+
· T +  ·
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+
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c
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(C.34)
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and therefore, from Eq. (C.1),

*Nb�1X
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Nb�1X

v=1

CuvQuQv

+

(1)

=
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(C.35)

with the resultant stress tensor expression given as

⌧p =
np⇣

2

*Nb�1X

u=1

Nb�1X

v=1

CuvQuQv

+

(1)

= npkBT (Nb � 1) � � np

*Nb�1X

k=1

QkF
c
k

+
(C.36)

It is thus established that the stress tensor expression for free-draining bead-spring-

dashpot chains is formally similar to that given by the Kramers expression, with the

connector vector force suitably modified to account for the contribution from the dashpot.

In order to obtain a closed-form expression that may be used for the calculation of

stress tensor components from BD simulations, however, it is essential that the complete

expression for Ck be substituted into Eq. (C.32) and simplified.

Starting from Eq. (C.36), we have

⌧p = npkBT (Nb � 1) � � np

*X
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QkF
s
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+
� npK
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+
(C.37)

From Equation (5.23) of Chapter 5, we have
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where ✏ = 2'. Multiplying both sides of Eq. (C.38) by Qk,
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(C.39)

The dash- and dot-underlined terms in Eq. (C.39) may be replaced by ↵kl and µkl,

respectively, according to Eq. (5.26) in Chapter 5, to give
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Multiplying both sides of Eq. (C.40) by Qk again,
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Using

↵kl = �
(k)
l

 
QkQl
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!
(C.42)

where �(k)
l is as defined in Eq. (5.27) of Chapter 5. Summing over the index k, and taking

an ensemble average on both sides of Eq. (C.41), we obtain
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The second and third terms on the RHS of Eq. (C.43) are evaluated sequentially as shown

below. Starting with
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The integral in Eq. (C.44) is solved as
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The underlined integral in Eq. (C.45) vanishes due to the Gauss divergence theorem, and

we get
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Substituting Eq. (C.46) into Eq. (C.44), we obtain
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With respect to the third term on the RHS of Eq. (C.43), we note that

µkl · Fs
l = F

s
l · µT

kl (C.48)

which follows from the property of the tensor-dot product. Combining Eqs. (C.43),

(C.47), and (C.48), we obtain
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Finally, by substituting Eq. (C.49) into Eq. (C.37), the stress tensor expression is obtained

as
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Upon scaling and simplification using the length- and timescales, lH and �H, the

dimensionless form of the stress tensor is given by
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which is reproduced as Eq. (5.42) in Chapter 5.



Appendix D

Recursive-function based methodology
for the analytical calculation of
divergence terms

This appendix is organized as follows. Section D.1 presents a route for the conversion

of finite continued fractions into ratios of recursive polynomial relations: Secs. D.1.1

to D.1.3 present results for polynomial representations of continued fractions, and a

list of tensor identities that is useful for the analytical calculation of the divergence

terms appearing in the governing stochastic di↵erential equation and the stress tensor

expression. In Sec. D.1.4, a detailed example of the use of recursive relations is provided.

In Sec. D.1.5, a comparison between the divergence calculated numerically and using

recursive relations is presented. Lastly, Sec. D.2 discusses the symmetricity and positive-

definiteness of the di↵usion tensor.

The connector vectors and associated quantities appearing in this document are in

their dimensionless form, with the asterisks omitted for the sake of notational simplicity.

Summations are indicated explicitly, and the Einstein summation convention is not

followed.

D.1 A recursive algorithm for the calculation of
gradients of continued fractions

The discrete Euler version of the governing stochastic di↵erential equation for bead-

spring-dashpot chains with Nb beads and N ⌘ (Nb � 1) springs, and the stress tensor

213
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expression, are reproduced here from Section 5.2 of Chapter 5
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where ✏ = 2', eu ⌘ ⇥
bu1,bu2 ...,buN

⇤
, with bu j =

PN
k=1

�
@/@Qk

� · VT
jk. Clearly, Eqs. (D.1)

and (D.2) require the calculation of the divergences
�
@/@Qk

� · VT
jkand (@/@Ql) · µT

kl for all

values of { j, k, l} 2 [1,N]. It is straightforward to evaluate these divergences numerically,

using the central di↵erence approximation scheme for the calculation of gradients. In this

section, an analytical route for the calculation of these gradients is presented.

It may be seen that both V
T
jk and µT

kl possess essentially the same structure, i.e; they

may be written as a sum of nt tensors, as

V
T
jk = ⇡1 + ⇡2 + · · · + ⇡nt (D.3)

where each term on the RHS has the following general structure

⇡q =bh
⇣
Mq, Pq

⌘ "QiQm

QiQm

#
(D.4)

where q 2 [1, nt], and i,m 2 ⇥
(q � 1) , (q + 1)

⇤
. In general, the quantities Mk and Pk are

defined recursively as follows

Mk = p
 

L2
k�1

1 � Mk�1

!
; with M1 = 0

Pk = p
 

L2
k
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!
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(D.5)

where

p =
 

K
⇣ + 2K

!2

; Lk ⌘ cos ✓k =
Qk · Qk+1

QkQk+1
(D.6)

For any scalar bh, and any tensor H, the divergence of their product obeys the following

identity,

r ·
⇣
bh H

⌘
=

⇣
rbh

⌘
· H +bhr · H (D.7)
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The evaluation of
�
@/@Qk

� · VT
jk or (@/@Ql) · µT

kl would require knowledge of the gradient

of the scalar prefactor, @bh/@Qk. The di�culty in analytically evaluating this gradient term

may be illustrated by considering a specific form of bh (Mq, Pq), say, bh ⌘ [1 � M6]�1,

which is encountered in the calculation of �(7)
6 , required for the construction of ⇤(7)

6 , and

subsequently that of the elements of the block matrix, U, as evident from Eqs. (5.19),

(5.22) and (5.26) of Chapter 5. Suppose it is desired to calculate the gradient of bh with

respect to Q3. We may begin by representingbh as

bh =
1

1 � M6
=

1

1 �
pL2

5

1 �
pL2

4

1 �
pL2

3

1 �
pL2

2

1 � pL2
1

(D.8)

where only L2 and L3 are functions of Q3. Clearly, it is not trivial to apply the quotient-

rule to evaluate the gradient of h with respect to Q3. Fortunately, continued fractions of

the type indicated in Eq. (D.8), and finite continued products of such fractions, may be

expressed as ratios of polynomials (Malila, 2014; Cretney, 2014).

Suppose we define

Ik = (1 � M1) (1 � M2) .. (1 � Mk�1) (1 � Mk) (D.9)

It can be shown that

Ik+2 = 1 � pL2
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L2
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#
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Similarly, defining

Dk = (1 � Pk) (1 � Pk+1) .. (1 � PN�1) (1 � PN) (D.11)

where N is the number of springs in the chain, it can be shown that

Dk = 1 � pL2
N�1 � pL2

N�2 � p
"N�3X

i=k

L2
i Di+2

#
(D.12)

Note that while I0 is not defined according to Eq. (D.9), we set I0 = I1 = 1 for

programming convenience. Similarly, we set DN+1 = DN = 1 for the same reason.

Using Eqs. (D.9)–(D.12), it can be shown that
2
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2
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and

1
1 � Mi � Pk

=
1

 
Ii

Ii�1

!
+

 
Dk

Dk+1

!
� 1

(D.17)

Using the polynomial representations introduced above, we may concisely write
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The quotient rule may now be applied to the ratio of polynomials given on the RHS of

Eq. (D.18). The next task is to obtain general expressions for the gradients, @Ik/@Q j, and

@Dk/@Q j.

D.1.1 Forward continued product

We have seen how a recurrence relation for Ik can be obtained. We now provide an

expression for Ik as a polynomial in p. Consider Ik where 1  k  N is any integer. The

degree, n, of the polynomial in p that expresses Ik is given by n =
$
k
2

%
where bic represents

the greatest integer lesser than or equal to i. We can then write
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where the function f (m, l, j) is defined recursively as follows

f (m, l, j) =
lX

s= j+2

L2
s f (m � 1, l + 2, s) (D.20)

with

f (1, l, j) = 1 8 l, j (D.21)
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While Eq. (D.19) provides an expression for Ik as a polynomial in p, for the calculation

of @Ik/@Q j, it is desirable to obtain an expansion for Ik in terms of L2
⌫. As evident from

Eq. (D.6), only Lj and Lj�1 depend on Q j. The calculation of @Ik/@Q j would therefore

be simplified if an expansion in terms of L2
⌫ is available. This is realized in the following

expression,

Ik = 1 +
k�1X
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⌫eq(k)

⌫ (D.22)

with
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where 1  ⌫ < k; èmay in general be a set of numbers but è= {⌫} in Eq. (D.23), and the

function ef
⇣
m, l, j; è

⌘
is defined recursively as
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⌘
= 1 8 l, j,è (D.24)

The sete� is related to èas follows. For the general case of è⌘ {a1, a2, a3, ..}, where the ai

represent arbitrary integers, e� is constructed as

e� ⌘ {(a1 � 1) , a1, (a1 + 1) , (a2 � 1) , a2, (a2 + 1) , ...}

For the present case of è= {⌫}, we havee� = {⌫ � 1, ⌫, ⌫ + 1}. The conditional summation

over the index s appearing in the boxed equation above may be understood as follows.

For given values of {m, l, j; è}, the index s runs from a lower limit of j + 2 to an upper

limit of l, with two constraints. Firstly, s must not belong to the set e�, and secondly, the

value of s must be larger than the smallest entry in the set è . A detailed illustration of

the use of the recursive relations, f (m, l, j) and ef
⇣
m, l, j; è

⌘
, has been provided below, in

Sec. D.1.4.

The next task is to find a general expression for
@eq(k)

⌫

@Q j
. Note that

@eq(k)
⌫

@Q j
= 0; j < ⌫ + 2 (D.25)
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and the following equation holds when j � ⌫ + 2,

@eq(k)
⌫

@Q j
= e✓ j⌫

2
6666664

nX

µ=2

(�1)µ pµef (µ � 1,
⇥
k � (2µ � 5)

⇤
,�1; {⌫, j � 1})

3
7777775
@L2

j�1

@Q j

+b✓ jk

2
6666664

nX

µ=2

(�1)µ pµef (µ � 1,
⇥
k � (2µ � 5)

⇤
,�1; {⌫, j})

3
7777775
@L2

j

@Q j
;

(D.26)

where the underlined terms may be evaluated using Eq. (D.54) and Eq. (D.55) given in

Sec. D.1.3, and the indicator functions, e✓ j⌫ andb✓ jk are defined as

e✓ j⌫ =

8>>>>><
>>>>>:

0; j  ⌫ + 2

1; j > ⌫ + 2
(D.27)

and

b✓ jk =

8>>>>><
>>>>>:

0; j = k

1; j , k
(D.28)

which enables us to write

@Ik

@Q j
=

8>>>>>>>><
>>>>>>>>:

0; j > k

P j�2
i=1 L2

i

@eq(k)
i

@Q j
+eq(k)

j�1

@L2
j�1

@Q j
+eq(k)

j

@L2
j

@Q j
; j  k

(D.29)

In Fig. D.1, the derivative of the polynomial Ik, with respect to the y�th component of Q j,

is plotted for arbitrarily chosen values of k = 14, j = 7, and the chain length, N = 20.

There is an excellent agreement between the derivative calculated numerically, and that

obtained analytically using Eq. (D.29).

D.1.2 Backward continued product

The backward continued product defined in Eq. (D.11) may be expressed as a

polynomial in p. Consider Dk where 1  k  N is any integer. The degree, n, of

the polynomial in p that expresses Dk is given by n =
&
N � k

2

'
where die represents the

smallest integer greater than or equal to i. We write

Dk = 1 � p
N�1X

i=k

L2
i g (1, k � 2, i) + p2

N�1X

i=k+2

L2
i g (2, k, i) � p3

N�1X

i=k+4

L2
i g (3, k + 2, i) · · ·

+ (�1)n pn
N�1X

i=k+2(n�1)

L2
i g (n, [k + 2(n � 2)] , i) (D.30)
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Figure D.1: Plot of Ik [solid line, from Eq. (D.19)] and its gradient in the y�direction

[broken line, from Eq. (D.29)]. Symbols indicate derivatives calculated using central-

di↵erence scheme, with a spatial discretization width of �d.

where the function g (m, l, j) is written recursively as

g (m, l, j) =
j�2X

s=l

L2
s g (m � 1, l � 2, s)

with

g (1, l, j) = 1 8 l, j (D.31)

A polynomial expansion for Dk in terms of L⌫ may be written as

Dk = 1 +
N�1X

⌫=k

L2
⌫ew(k)

⌫ (D.32)

where

ew(k)
⌫ =

nX

µ=1

(�1)µ pµeg(µ,
⇥
k + 2(µ � 2)

⇤
, (N + 1); è) (D.33)

where k  ⌫ < N, and the function eg
⇣
m, l, j; è

⌘
is written recursively as follows

eg
⇣
m, l, j; è

⌘
=

j�2X

s=l
s<e�

s>min(è)

L2
s eg

⇣
m � 1, l � 2, s; è

⌘
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with

eg
⇣
1, l, j; è

⌘
= 1 8 l, j,è (D.34)

In the expansion given by Eq. (D.33), è= {⌫}, ande� = {(⌫ � 1) , ⌫, (⌫ + 1)}.

The next task is to find a general expression for
@ew(k)

⌫

@Q j
. Note that

@ew(k)
⌫

@Q j
= 0; j < ⌫ + 2 (D.35)

and the following equation holds when j � ⌫ + 2,

@ew(k)
⌫

@Q j
= e✓ j⌫

2
6666664

nX

µ=2

(�1)µ pµeg(µ � 1,
⇥
k + 2(µ � 3)

⇤
, (N + 1); {⌫, j � 1})

3
7777775
@L2

j�1

@Q j

+b✓ jN

2
6666664

nX

µ=2

(�1)µ pµeg(µ � 1,
⇥
k + 2(µ � 3)

⇤
, (N + 1); {⌫, j})

3
7777775
@L2

j

@Q j
;
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which enables us to write

@Dk

@Q j
=

8>>>>>>>><
>>>>>>>>:

0; j < k

P j�2
i=k L2

i

@ew(k)
i

@Q j
+ ew(k)

j�1

@L2
j�1

@Q j
+ ew(k)

j

@L2
j

@Q j
; j � k

(D.37)

In Fig. D.2, the derivative of the polynomial Dk, with respect to the x�th component of

Q j, is plotted for arbitrarily chosen values of k = 5, j = 10, and the chain length, N = 20.

There is an excellent agreement between the derivative calculated numerically, and that

obtained analytically using Eq. (D.37).

D.1.3 List of tensor identities

We first present the derivation of the following identity,

@

@Q j
· ⌅ jl ·

@bf
@Ql
=

@

@Q j

@

@Ql
:
h
⌅T

jl
bf
i
� @

@Q j
·
"
bf
@

@Ql
· ⌅T

jl

#
(D.38)

where ⌅ jl is a configuration-dependent tensor, defined as

⌅ jl =
X

m,n

⌅mn
jl emen, (D.39)

and bf is a scalar. This identity is useful for converting the second order partial derivative

in the Fokker-Planck equation, also called the “di↵usion term", into a form more suitable

for the application of the Itô interpretation.
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Figure D.2: Plot of Dk [solid line, from Eq. (D.30)] and its gradient in the x�direction

[broken line, from Eq. (D.37)]. Symbols indicate derivatives calculated using central-

di↵erence scheme, with a spatial discretization width of �d.
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=
X

r,p,m,n

@

@Qr
j
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@Qp
l
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⌅nm

jl
bf
⌘ h
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i
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jl
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(D.41)
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Next, we examine

@

@Q j
· ⌅ jl ·

@bf
@Ql
⌘

X
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=
X

r,p,m,n

@

@Qr
j
⌅mn

jl
@bf
@Qp

l
�rm�np

Thus we have
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· ⌅ jl ·

@bf
@Ql
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X
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(D.43)

Finally, we examine

@
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·
"
bf
@

@Ql
· ⌅T

jl

# X

r,p,m,n

⌘
0
BBBB@
@

@Qr
j
er

1
CCCCA ·

"
bf

 
@

@Qp
l

ep

!
·
⇣
⌅mn

jl emen

⌘T
#

=
X

r,p,m,n

0
BBBB@
@

@Qr
j
er

1
CCCCA ·

"
bf
@⌅nm

jl

@Qp
l
�pmen

#
(D.44)

=
X

r,p,n

@

@Qr
j

bf
@⌅np

jl

@Qp
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(er · en) =
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@

@Qr
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�rn

Thus we have
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jl

#
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X
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bf
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From Eqs. (D.41), (D.43), and (D.45), we can write

@

@Q j

@

@Ql
:
h
⌅T

jl
bf
i
=

@

@Q j
· ⌅ jl ·

@bf
@Ql
+

@

@Q j
·
"
bf
@

@Ql
· ⌅T

jl

#
, (D.46)

which may then be rearranged to give Eq. (D.38)

The following identities, useful in the numerical calculation of divergence, are stated

without proof:
@Q2

i

@Qk
= 2Qi�ki (D.47)

@

@Qk

 
Qi

Qi

!
=

1
Qk

"
� � QkQk

Q2
k

#
�ki (D.48)
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@

@Qk
·
"
QiQ j

QiQj

#
=

 
1

QiQj

! 2666664Qi �
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Q jQ j

Q2
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@Li

@Qk
=

(  
1
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Qi+1
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� Li
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!#)
�ki+
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1
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! " 
Qi
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� Li
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Qi+1

!#)
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Setting i = ( j � 1), k = j in Eq. (D.50),

@Lj�1

@Q j
=

1
Qj
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Q j�1

Q j�1
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� Lj�1

 
Q j

Q j

!#
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Setting i = k = j in Eq. (D.50),

@Lj

@Q j
=

1
Qj

" 
Q j+1

Q j+1

!
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Q j

Q j

!#
(D.52)

@L2
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=
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Setting i = ( j � 1), k = j in Eq. (D.53) and simplifying,

@L2
j�1

@Q j
=

2Lj�1

Qj�1Q2
j

h
QjQ j�1 � Lj�1Qj�1Q j

i
(D.54)

Setting i = k = j in Eq. (D.53) and simplifying,
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2Lj
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(D.55)
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Setting i = (k � 1), j = k in Eq. (D.56) and simplifying,

@

@Qk
[Lk�1Lk] =

1
Qk�1Q2

kQk+1

(
Qk�1QkLk�1Qk+1 � 2Qk�1Qk+1Lk�1LkQk + QkQk+1LkQk�1

)

(D.57)

D.1.4 Illustrative example for algorithmic approach to gradient
calculation of forward continued product

The application of a recursive-function-based route for the calculation of Ik and
@Ik

@Q j
will be made clear in this section using an illustrative example, for k = 8, j = 4 in a chain

with N = 10 springs. Note that the exact value of N is immaterial for calculations of
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derivatives involving the forward continued product. The degree, n, of the polynomial in

p that expresses I8 is given by

n =
$
8
2

%
= 4 (D.58)

Using Eq. (D.19), we have

I8 = 1 � p
8�1X

i=1

L2
i f (1, [8 + 1], i) + p2

8�3X

i=1

L2
i f (2, [8 � 1], i)

� p3
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i=1
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i f (3, [8 � 3], i) + (�1)4 p4
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i=1
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i f (4, 3, i)

(D.59)

From Eq. (D.21), the above underlined term is just unity, and Eq. (D.59) may be simplified

as

I8 = 1 � p
7X

i=1

L2
i + p2

h
L2

1 f (2, 7, 1) + L2
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(D.60)

The underlined term in Eq. (D.60) will be evaluated as an example. Using Eq. (D.20)

f (3, 5, 1) =
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(D.61)
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Following a similar procedure, the complete expression for I8 may be obtained as

I8 = 1 � p
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It is now desired to take the gradient of I8 with respect to Q4. From Eq. (D.6), it is clear

that only L3 and L4 are functions of Q4. By grouping together the relevant terms on the

RHS of Eq. (D.62), the expression for
@I8

@Q4
may then be written as

@I8

@Q4
=

(
�p + p2

⇣
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1 + L2
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where the underlined terms may be evaluated using Eq. (D.54) and Eq. (D.55) given

in Sec. D.1.3. Equation (D.63) has been obtained using a bruteforce approach, by

individually examining terms on the RHS of Eq. (D.62) and retaining the ones that do

not vanish when a gradient with respect to Q4 is taken. An algorithmic approach for

obtaining an expression for
@I8

@Q4
is illustrated next. Starting with Eq. (D.29),
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=
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i
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The steps for the construction of
@eq(8)

1

@Q4
, using Eq. (D.26), may be written as
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2
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recognizing that ⌫ = 1, è= {⌫, j � 1} = {1, 3} for the first term on the RHS of Eq. (D.65),

and è= {⌫, j} = {1, 4} for the second term on the RHS. Upon simplifying Eq. (D.65) using

the indicator functions defined in Eqs. (D.27) and (D.28), we obtain
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2
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3
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4
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The contents within the square braces, underlined as shown above, will be evaluated

explicitly next.

4X

µ=2

(�1)µ pµef (µ � 1,
⇥
8 � (2µ � 5)

⇤
,�1; {1, 3}) = p2 ef (1, 9,�1; {1, 3}) � p3 ef (2, 7,�1; {1, 3})

+ p4 ef (3, 5,�1; {1, 3})
(D.67)

Now
ef (1, 9,�1; {1, 3}) = 1 (D.68)

which follows from Eq. (D.24). The ef appearing in the second term on the RHS of

Eq. (D.67) is evaluated as

ef (2, 7,�1; {1, 3}) =
7X

s=�1+2
s<e�

s>min({1,3})

L2
s
ef (1, 9, s; {1, 3})

where è = {1, 3}, and e� ⌘ {(1 � 1), 1, (1 + 1), (3 � 1), 3, (3 + 1)} = {0, 1, 2, 3, 4}, with

duplicate entries in the set e� discarded. We therefore obtain

ef (2, 7,�1; {1, 3}) =
7X

s=1
s<{0,1,2,3,4}

s>1

L2
s
ef (1, 9, s; {1, 3})

i.e.,

ef (2, 7,�1; {1, 3}) = L2
5
ef (1, 9, 5; {1, 3}) + L2

6
ef (1, 9, 6; {1, 3}) + L2

7
ef (1, 9, 7; {1, 3})

Eq. (D.24) implies that each of the underlined terms in the above equation is unity,

allowing us to write
ef (2, 7,�1; {1, 3}) = L2

5 + L2
6 + L2

7 (D.69)
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Similarly,

ef (3, 5,�1; {1, 3}) =
5X

s=1
s<{0,1,2,3,4}

s>1

L2
s
ef (2, 7, s; {1, 3}) = L2

5
ef (2, 7, 5; {1, 3})

We then have

ef (2, 7, 5; {1, 3}) =
7X

s=7
s<{0,1,2,3,4}

s>1

L2
s
ef (1, 9, s; {1, 3}) = L2

7

and may write
ef (3, 5,�1; {1, 3}) = L2

5L2
7 (D.70)

Using Eqs. (D.68), (D.69), and (D.70), Eq. (D.67) may be rewritten as

4X

µ=2

(�1)µ pµef (µ � 1,
⇥
8 � (2µ � 5)

⇤
,�1; {1, 3}) = p2 � p3

⇣
L2

5 + L2
6 + L2

7

⌘
+ p4L2

5L2
7

(D.71)

Following along similar lines, the contents of the square braces in the second term on the

RHS of Eq. (D.65) may be evaluated to be

4X

µ=2

(�1)µ pµef (µ � 1,
⇥
8 � (2µ � 5)

⇤
,�1; {1, 4}) = p2 ef (1, 9,�1; {1, 4}) � p3 ef (2, 7,�1; {1, 4})

+ p4 ef (3, 5,�1; {1, 4})

= p2 � p3
⇣
L2

6 + L2
7

⌘

(D.72)

From Eqs. (D.71) and (D.72), Eq. (D.66) may be rewritten as

@eq(8)
1

@Q4
=

h
p2 � p3

⇣
L2

5 + L2
6 + L2

7

⌘
+ p4L2

5L2
7

i @L2
3

@Q4
+

h
p2 � p3

⇣
L2

6 + L2
7

⌘i @L2
4

@Q4
(D.73)

Following along similar lines, we obtain

@eq(8)
2

@Q4
=

h
p2 � p3

⇣
L2

6 + L2
7

⌘i @L2
4

@Q4
(D.74)

The steps for the construction of eq(8)
4 are given next. Starting from Eq. (D.23),

eq(8)
4 =

4X

µ=1

(�1)µ pµef (µ,
⇥
8 � (2µ � 3)

⇤
,�1; {4})

= �pef (1, 9,�1; {4}) + p2 ef (2, 7,�1; {4}) � p3 ef (3, 5,�1; {4}) + p4 ef (4, 3,�1; {4})
(D.75)
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Now
ef (1, 9,�1; {4}) = 1 (D.76)

which follows from Eq. (D.24). The ef appearing in the second term on the RHS of

Eq. (D.75) is evaluated as

ef (2, 7,�1; {4}) =
7X

s=�1+2
s<e�

s>min({4})

L2
s
ef (1, 9, s; {4})

where e� ⌘ {(4 � 1), 4, (4 + 1)} = {3, 4, 5}. We therefore obtain

ef (2, 7,�1; {4}) =
7X

s=1
s<{3,4,5}

s>4

L2
s
ef (1, 9, s; {4}) = L2

6
ef (1, 9, 6; {4}) + L2

7
ef (1, 9, 7; {4})

Eq. (D.24) implies that each of the underlined terms in the above equation is unity,

allowing us to write
ef (2, 7,�1; {4}) = L2

6 + L2
7 (D.77)

Processing the next term,

ef (3, 5,�1; {4}) =
5X

s=1
s<{3,4,5}

s>4

L2
s
ef (2, 7, s; {4}) = 0

and similarly

ef (4, 3,�1; {4}) =
3X

s=1
s<{3,4,5}

s>4

L2
s
ef (3, 5, s; {4}) = 0

Using Eqs. (D.76) and (D.77), Eq. (D.75) may be rewritten as

eq(8)
4 = �p + p2

⇣
L2

6 + L2
7

⌘
(D.78)

Following along similar lines, we obtain

eq(8)
3 = �p + p2

⇣
L2

5 + L2
6 + L2

7

⌘
� p3L2

5L2
7 (D.79)
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Using Eqs. (D.73), (D.74), (D.78) and (D.79), Eq. (D.64) may be rewritten as

@I8

@Q4
= L2

1

(h
p2 � p3

⇣
L2

5 + L2
6 + L2

7

⌘
+ p4L2

5L2
7

i @L2
3

@Q4
+

h
p2 � p3

⇣
L2

6 + L2
7

⌘i @L2
4

@Q4

)

+ L2
2

(h
p2 � p3

⇣
L2

6 + L2
7

⌘i @L2
4

@Q4

)
+

(
�p + p2

⇣
L2

5 + L2
6 + L2

7

⌘
� p3L2

5L2
7

)
@L2

3

@Q4

+

(
�p + p2

⇣
L2

6 + L2
7

⌘) @L2
4

@Q4

=

(
�p + p2

⇣
L2

5 + L2
6 + L2

7

⌘
� p3L2

5L2
7 + L2

1

h
p2 � p3

⇣
L2

5 + L2
6 + L2

7

⌘
+ p4L2

5L2
7

i) @L2
3

@Q4

+

(
�p + p2

⇣
L2

6 + L2
7

⌘
+ L2

1

h
p2 � p3

⇣
L2

6 + L2
7

⌘i
+ L2

2

h
p2 � p3

⇣
L2

6 + L2
7

⌘i) @L2
4

@Q4
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which, upon simplification, yields

@I8

@Q4
=

(
�p + p2

⇣
L2

1 + L2
5 + L2

6 + L2
7

⌘
� p3L2

5L2
7 � p3L2

1

⇣
L2

5 + L2
6 + L2

7

⌘
+ p4L2

1L2
5L2

7

)
@L2

3

@Q4

+

(
�p + p2

⇣
L2

1 + L2
2 + L2

6 + L2
7

⌘
� p3

⇣
L2

1 + L2
2

⌘ ⇣
L2

6 + L2
7

⌘) @L2
4

@Q4

(D.81)

It is thus observed that Eq. (D.81), which has been obtained using the recursive-function-

based route for the algorithmic calculation of the gradient, is identical to the expression

for the gradient written using a bruteforce approach, given by Eq. (D.63).

D.1.5 Calculation of divergence terms in SDE and stress tensor
expression

As the first step, it is desired to examine the e↵ect of the spatial discretization

width, �d, on the accuracy of the numerical calculation of the gradient. As an example,

the gradient of [1/(1 � Mk � Pk)], evaluated with respect to the connector vector Q j for

di↵erent values of j, k, and N, using the central-di↵erence approximation [Eq. (19) of

the main paper], is compared against the solution obtained using the recursive algorithm

detailed in Secs. D.1.1- D.1.3.

The error in the gradient evaluated using the central-di↵erence approximation is

calculated as

% error =
|dnum � drecursive|
|drecursive|

⇥ 100 (D.82)

where d ⌘
⇣
@/@Q j

⌘
[1/(1 � Mk � Pk)], and |d| =

q
d2

x + d2
y + d2

z .
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Figure D.3: Variation of error in the calculation of gradient [Eq. (D.82)], as a function

of the spatial discretization width, for two di↵erent chain lengths. An internal friction

parameter of ' = 200 is used for all the data points.

In Fig. D.3, the variation of this error is plotted as a function of the discretization

width, �d, for several test cases. For the data set denoted by empty diamond symbols,

the error is seen to decrease nearly monotonically with the decrease in the spatial

discretization width. However, for several other data sets, the error varies non-

monotonically as the spatial discretization width is changed. Since the minima in the

error, where it exists, is observed to occur in the neighbourhood of �d = 10�5, this value

of the discretization width has been used in all our calculations. It is noted that the time

required for the numerical calculation of the gradient is practically independent of the

discretization width.

In Fig. D.4, the error in the calculation of divergence terms, which appear in the

governing stochastic di↵erential equation and the stress tensor expression, is plotted as a

function of the chain length. The error is calculated as

% error =
|znum � zrecursive|
|zrecursive|

⇥ 100 (D.83)

where z ⌘ �
@/@Qk

� · V
T
jk or

�
@/@Ql

� · µT
kl, and various values of j, k, and l have been

considered. The error in all the cases is seen to be ⇠ 10�7%.

In Fig. D.5, the execution time needed for calculating the divergence is plotted

as a function of chain length. At lower values of the chain length, the execution times
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(a)

(b)

Figure D.4: Error in the calculation of (a)
�
@/@Qk

� ·VT
jk and (b)

�
@/@Ql

� ·µT
kl, as a function

of chain length. An internal friction parameter of ' = 200 is used for all the data points.
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(a)

(b)

Figure D.5: Execution time, in seconds, for the calculation of (a) (@/@Qk) · VT
jk and (b)

(@/@Ql) · µT
kl, using two di↵erent methods, as a function of chain length. An internal

friction parameter of ' = 200 is used for all the data points. All the runs were executed

on on MonARCH, the HPC hosted at Monash University, on the same type of processor

[16 core Xeon-E5-2667-v3 @ 3.20GHz servers with 100550MB usable memory].
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Figure D.6: Test for symmetricity, and smallest eigenvalue of the di↵usion tensor, for a

hundred randomly chosen initial values of the chain configuration for a forty-five spring

chain.

using the two approaches are comparable. With the increase in chain length, however, the

time needed for recursive calculation is vastly greater than that for the numerical route.

Furthermore, while the execution time using the direct route is nearly independent of the

chain length, the time needed for the recursive route increases precipitously at higher

chain lengths, due to the larger number of polynomial evaluations. In view of its faster

execution execution time, and excellent accuracy (⇠ 10�7%), the numerical method for

divergence calculation has been used in all our simulations.

D.2 Symmetricity and positive-definiteness of the
di↵usion tensor

A pre-requisite to the use of the Cholesky decomposition method is that the matrix

be positive-definite (Press et al., 2007). We are not able to prove analytically that

the di↵usion tensor, D, appearing in Equation (5.37) of Chapter 5 is positive-definite.

However, we checked for a hundred di↵erent random initial configurations of a forty-five

spring chain that the eigenvalues of the di↵usion matrix are real and positive.

In Fig. D.6, the smallest eigenvalue for each sample configuration, and di↵erence

between the di↵usion matrix and its transpose, are plotted for two di↵erent values of the
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internal friction parameter. The di↵erence is computed as follows: firstly, the di↵usion

matrix and its transpose are subtracted, to generate a 3N ⇥ 3N matrix. This matrix is

then unwrapped to give an array, bd, of 9N2 elements. Finally, the 2�norm of this array

is computed, and taken to be a numerical measure of the di↵erence between the di↵usion

matrix and its transpose, as

||DT �D|| ⌘ |bd| =
r

⇣
bd1

⌘2
+

⇣
bd2

⌘2
+ · · · +

⇣
bd9N2

⌘2 (D.84)

The di↵erence computed in this manner is O(10�14), meaning that the di↵usion matrix

may be considered symmetric for all practical purposes.



Appendix E

Solution of bead-spring-dashpot chain
model with preaveraged internal
friction

This appendix is organized as follows. Section E.1 presents the discrete version of

the Rouse model with internal friction (RIF), which is a finite-bead representation of

the model introduced by McLeish and coworkers (Khatri and McLeish, 2007), and

accounts for the presence of a flow term. Using normal mode analysis, an expression

for the time evolution of the mean-squared end-to-end distance in shear flow has been

derived. In Sec. E.2, the governing Langevin equation for a bead-spring-dashpot chain

with preaveraged internal friction is solved semi-analytically using normal mode analysis,

in order to derive expressions for observables at equilibrium [Sec. E.2.1] and in simple

shear flow [Sec. E.2.2]. The stress tensor expression for bead-spring-dashpot chains with

preaveraged internal friction is derived in Sec. E.2.3, and an analytical expression for the

time-evolution of the shear viscosity is presented. Summations are indicated explicitly,

and the Einstein convention is not followed.

E.1 Discrete version of Rouse model with internal
friction subjected to shear flow

The Langevin equation for the µth bead of a discrete Rouse chain with internal

friction (Khatri and McLeish, 2007) is given by

drµ

dt
= �

 
H
⇣
+

K
3⇣

d
dt

! NbX

⌫=1

A(R)
µ⌫ r⌫ +  · rµ + ⇠µ (E.1)
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where H is the Hookean spring constant, (K/3) is the dashpot coe�cient, ⇣ is the

monomeric friction coe�cient,  indicates the flow-field, ⇠µ represents the noise term, and

A(R)
µ⌫ are elements of the connectivity matrix of size Nb ⇥ Nb, which has the form (Verdier,

1966)

A
(R) =

0
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@

1 �1 0 · · · 0

�1 2 �1 0 · · · 0

0 �1 2 �1 · · ·
...
...

...

0 0 · · · �1 2 �1

0 0 · · · 0 �1 1

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA

(E.2)

The elements of the orthogonal matrix ⌦ which project the bead-positions into normal-

mode space are given by (Verdier, 1966; Kopf et al., 1997)

⌦µn =

 
2 � �n0

Nb

!1/2

cos
" 
µ � 1

2

!
n⇡
Nb

#
(E.3)

where µ = 1, 2, 3, ...Nb and n = 0, 1, 2, ...(Nb � 1). The columns of ⌦ are eigenvectors of

A
(R), which means

X

µ

⌦µm⌦µn = �mn

X

n

⌦µn⌦⌫n = �µ⌫

X

µ

X

⌫

⌦µnAµ⌫⌦⌫m = am�nm

(E.4)

where am refers to the eigenvalues of A
(R), given by

am = 4 sin2
 

m⇡
2Nb

!
; m = 0, 1, 2, ..., (Nb � 1) (E.5)

The internal friction coe�cient is given by ' = K/⇣, and we additionally define ✓ =

(K/3⇣) = '/3. The derivation for the time evolution of mean-squared end-to-end distance

of this model in simple shear flow may be found by first setting

 =

0
BBBBBBBBBBBBB@

0 �̇ 0

0 0 0

0 0 0

1
CCCCCCCCCCCCCA

(E.6)

in Eq. (E.1), where �̇ denotes the shear rate. Transforming Eq. (E.1) into normal-mode

coordinates using X j =
P
µ⌦µ jrµ, we obtain

dXp

dt
= �

Hap

⇣
⇣
1 + ✓ap

⌘Xp +

 
1

1 + ✓ap

!
 · Xp + gp(t) (E.7)
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where the moments of the noise vector, gp(t), are

D
g↵p

E
= 0;

D
g↵p(t)g�q(t0)

E
=

2kBT
⇣p

�pq�
↵��(t � t0) (E.8)

The governing equation may be written in terms of the cartesian components of Xp ⌘
[xp, yp, zp]T , and gp ⌘

h
g(x)

p , g
(y)
p , g

(z)
p

iT
as

d
dt

2
66666666666664

xp

yp

zp

3
77777777777775
= �

 
1
⌧p

!
2
66666666666664

xp

yp

zp

3
77777777777775
+

 
1

1 + ✓ap

!
2
66666666666664

�̇yp

0

0

3
77777777777775
+

2
66666666666664

g(x)
p

g(y)
p

g(z)
p

3
77777777777775

(E.9)

Recognizing that Eq. (E.9) represents a system of three linear stochastic di↵erential

equations, we write

dxp

dt
+

 
1
⌧p

!
xp =

 
�̇

1 + ✓ap

!
yp + g

(x)
p (E.10)

dyp

dt
+

 
1
⌧p

!
yp = g

(y)
p (E.11)

dzp

dt
+

 
1
⌧p

!
zp = g

(z)
p (E.12)

The equation for xp depends explicitly on yp, but yp is not coupled to xp. Furthermore, zp

evolves independently of xp and yp. The methodology to solve for yp(t) is identical to that

of solving for zp(t), and consequently, only the steps for the solution of yp(t) are given.

The solution for xp(t) is dealt with subsequently. In the solution of these three equations

[Eqs. (E.10)-(E.12)], we closely follow the framework described in detail in Howard and

Milner (2011).

We note that
D
Xp(t) · Xq(t)

E
=

Dh
xp(t)ex + yp(t)ey + zp(t)ez

i
·
h
xq(t)ex + yq(t)ey + zq(t)ez

iE

=
D
xp(t)xq(t)

E
+

D
yp(t)yq(t)

E
+

D
zp(t)zq(t)

E (E.13)

and our task now involves the computation of the three ensemble-averaged quantities on

the RHS of Eq. (E.13). Starting from Eq. (E.11), the formal solution for yp(t) is written

as

yp(t) = yp(0)e�t/⌧p +

Z t

0
dt1g

(y)
p (t1)e�(t�t1)/⌧p

= yp(0)e�t/⌧p + �Yp(t) (E.14)
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The moments of �Yp(t) are

D
�Yp(t)

E
⌘

*Z t

0
dt1g

(y)
p (t1)e�(t�t1)/⌧p

+
=

Z t

0
dt1

D
g(y)

p (t1)
E

e�(t�t1)/⌧p = 0 (E.15)

and
D
�Yp(t)�Yq(t)

E
=

kBT
Hp

�pq

h
1 � e�2t/⌧p

i
(E.16)

The equal-time correlations of the y� and z� components are identical, and can be derived

to be
D
yp(t)yq(t)

E
=

D
zp(t)zq(t)

E
=

kBT
Hp

�pq (E.17)

Starting from Eq. (E.10), the formal solution for xp(t) is written as

xp(t) = xp(0)e�t/⌧p +

Z t

0
dt1 g

(x)
p (t1)e�(t�t1)/⌧p +

 
�̇

1 + ✓ap

! Z t

0
dt2 yp(t2)e�(t�t2)/⌧p (E.18)

The underlined integral is evaluated as
Z t

0
dt2 yp(t2)e�(t�t2)/⌧p = typ(0)e�t/⌧p +

Z t

0
dt2

Z t2

0
dt3 g

(y)
p (t3)e�(t�t3)/⌧p (E.19)

with the double-integral solved using the Cauchy formula for repeated

integration (Oldham and Spanier, 1974),
Z t

0
dt2

Z t2

0
dt3 g

(y)
p (t3)e�(t�t3)/⌧p =

1
(2 � 1)!

Z t

0
dt0

�
t � t0

�
g(y)

p (t0)e�(t�t0)/⌧p , (E.20)

to obtain the following expression for xp(t),

xp(t) = e�t/⌧p

"
xp(0) +

 
�̇

1 + ✓ap

!
typ(0)

#
+ �X(x)

p (t) +
 

�̇

1 + ✓ap

!
�X(y)

p (t) (E.21)

where

�X(x)
p (t) =

Z t

0
dt1g

(x)
p (t1)e�(t�t1)/⌧p

�X(y)
p (t) =

Z t

0
dt0

�
t � t0

�
g(y)

p (t0)e�(t�t0)/⌧p

(E.22)

The equal-time correlation of the x� component is obtained as

D
xp(t)xq(t)

E
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kBT
Hp

!
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D
�X(x)
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E

(E.23)
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The solid-underlined term is identical to
D
�Yp(t)�Yq(t)

E
, and may be obtained from

Eq. (E.16). The dashed underlined term may be simplified as
D
�X(y)
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to give
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Plugging Eqs. (E.17) and (E.25) into Eq. (E.13), the equal-time correlation for the modes

is obtained as
D
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Recognizing that the end-to-end vector is given by
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r
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the expression for
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Using Eqs. (E.26) and (E.28), we get
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Upon using the following scheme for scaling the time variable,
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the dimensionless form of Eq. (E.29) becomes
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The steady-state result is obtained by taking the limit t⇤ ! 1 in Eq. (E.31), to give
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In the limit of large Nb, Eq. (E.32) is found to agree with Eq. (10) of Bhattacharyya and

Cherayil (2012), which is the result for a continuum model of a Rouse chain in shear flow.

Scaling Eq. (E.31) by the mean-squared end-to-end vector gives
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Additionally, it is of utility to compute the correlation,
D
xp(t)yq(t)

E
, for subsequent

use in the derivation of an analytical expression for the transient variation of the shear

viscosity, as discussed later in Sec. E.2.3. Note that this correlation is zero in the absence

of flow, by virtue of the noise being white in normal mode space [See Eq. 6.8]. From

Eq. (E.14) and (E.21), we can write, after some algebra

D
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The underlined term is evaluated to be
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Plugging Eq. (E.35) into Eq. (E.34), we obtain
D
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E.2 Semi-analytical solution to the bead-spring-dashpot
chain with preaveraged internal friction

The Langevin equation corresponding to the stochastic di↵erential equation governing the

dynamics of a bead-spring-dashpot chain with preaveraged internal friction [Eq. (6.47) of
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Chapter 6] is given by
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where
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The quantities ⇤kl and Jkl result from the decoupling procedure used to obtain the

governing equation for the system, and their precise definitions have been given in Sec. 6.3

of Chapter 6. Notably, ⇤kl and Jkl are functions only of the internal friction parameter ✓,

and depend neither on the chain reconfiguration, nor on the flow strength. In the absence

of internal friction, ⇤kl = �kl, and Jkl = Akl, where Akl is the Rouse matrix defined as in

Equation (2.3). The notations ⇤ and J are introduced to indicate N ⇥ N matrices whose

elements are given by ⇤kl and Jkl, respectively

Semi-analytical solutions to Eq. (E.37) at equilibrium and in the presence of shear

flow are presented below.

E.2.1 Normal mode analysis at equilibrium

To obtain the correlation of the end-to-end vector for a Rouse chain with preaveraged

internal friction, we set  = 0 in Eq. (E.37) and obtain the governing Langevin equation

as
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This equation is converted into normal mode coordinates by means of the transformation

Q
0
j =

P
m⇧m jQm, where the orthogonalizing matrix ⇧ satisfies the following properties
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(a)

(b)

Figure E.1: A comparison of the results for the (a) normalized autocorrelation and (b)

transient evolution of the mean-squared end-to-end vector predicted by the discrete RIF

model and the preaveraged IV model derived using the principles of polymer kinetic

theory. Each legend entry corresponds to two lines: the thicker lines represents the

discrete RIF results [Eq. 6.19 in (a) and Eq. (E.33) in (b)], while the thinner lines

represents semi-analytical soutions for the preaveraged IV model [Eq. E.47 in (a) and

Eq. (E.54) in (b)].
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and must be determined numerically. In Eq. (E.41), the eaj represent the eigenvalues of J.

The governing equation for the normal coordinates is given as
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whose formal solution may be written as
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where b⌧m = ⇣(1 + 2✓)/Heam. The autocorrelation of the normal modes may be derived to

be
D
Q
0
p(0) · Q0m(t)

E
=

3kBT
H

�pme�t/b⌧p (E.44)

Recognizing that

hRE(0) · RE(t)i =
X

i,m, j,p

⇧im⇧ jp

D
Q
0
p(0) · Q0m(t)

E
(E.45)

and

t
b⌧p
⌘

"
Heapt

⇣ (1 + 2✓)

#
=

"
Heapt

4H�H (1 + 2✓)

#
=

 
1
4

!  
eap

1 + 2✓

!  
t
�H

!
=

 
eap

1 + 2✓

!
t⇤

4
(E.46)

the normalized autocorrelation of the end-to-end vector in dimensionless time units may

be written as
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E.2.2 Normal mode analysis in shear flow

The governing Langevin equation for a Rouse chain with preaveraged internal

friction in shear flow is written as
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Eq. (E.48) is transformed into normal coordinates using the orthogonalizing matrix

introduced in Eq. (E.41). It is assumed that the same matrix also orthogonalizes ⇤kl,

such that
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l=1

NX
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⇧km⇤kl⇧lq =ebm�mq (E.49)

The quality of this assumption is found to be excellent, based on several test cases. The

governing equation in normal coordinates is derived to be
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Following a procedure identical to that described in Sec. E.1, the correlation between the

Cartesian components of the normal modes can be derived to be
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The equal-time correlation of the normal modes is subsequently obtained as
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and the time evolution of the normalized mean-squared end-to-end distance may then be

derived to be
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In Fig. (6.4) of Chapter 6, the equivalence between the discrete RIF model and the

preaveraged IV model is established by comparison of the analytical predictions of the

discrete RIF model against BD simulation data obtained by numerically integrating the

stochastic di↵erential equation for the preaveraged IV model [Eq. (6.47)]. In Fig. E.1,

predictions of the discrete RIF model are compared against the semi-analytical solutions

for the preaveraged IV model, and an excellent agreement is observed.

We have therefore established that: (a) the discrete RIF model and the

preaveraged IV model are equivalent, and (b) the preaveraged model may be solved

for observables at equilibrium and in simple shear flow using either BD simulations to

integrate the governing stochastic di↵erential equation [Eq. (6.47)] or a semi-analytical

approach involving the normal-mode decomposition of the governing Langevin equation

[Eq. (E.37)].
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E.2.3 Derivation of stress tensor expression

As discussed in Chapter 5 and Appendix C, the Kramers expression for the stress

tensor is thermodynamically inconsistent (Schieber and Öttinger, 1994) for chains with

fluctuating internal friction, and the use of the Giesekus expression is recommended

instead. In the absence of any discussion surrounding the viscometric functions of chains

with preaveraged internal friction, we have used the Giesekus expression (Bird et al.,

1987b), as follows
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with C jk denoting the elements of the symmetric Kramers matrix defined as follows (Bird

et al., 1987b)

C jk =

8>>>>><
>>>>>:

j(Nb � k)/Nb; j  k

k(Nb � j)/Nb; k  j
(E.56)

We identify B ⌘ PN
u,v=1 CuvQuQv and note that a simplified, closed-form expression for

the stress tensor in the present case may be found by following the steps detailed in

Appendix C. Only the salient intermediate steps of the derivation are therefore shown

below. We start with the expression for the equation of change,

d
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and substitute into it the expression for ~Q̇ j� given in Eq. (6.41) of Chapter 6, to obtain
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where we have used the choice of @�/@Ql ⌘ HQl to focus our attention on Rouse chains.

Also, the distribution function for the internal coordinates ( ) has been used instead of

( ), due to the homogeneous flow field under consideration. The expression for
@B

@Q j
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remains unchanged from Eq. (C.12) in Appendix C The three terms on the RHS of

Eq. (E.58) may be processed as shown below.
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Defining the symmetric matrix S = ⇤ · C, i.e., Sku =
P

j⇤k jC ju, Eq. (E.59) may be

simplified to give
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Next,
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Defining the symmetric matrix L = J · C, i.e., Lku =
P

j Jk jC ju, the first term on the RHS

of Eq. (E.61) may be simplified to give
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Therefore,
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Lastly, the third term on the RHS of Eq. (E.58) may be simplified as
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Figure E.2: Validating the expression for the transient evolution of shear viscosity for

a five-bead Rouse chain with preaveraged internal friction for various values of the

dimensionless shear rate (�H�̇) and internal friction parameter ('). Lines represent

Eq. (E.69) and symbols are BD simulations results. Inset shows the steady-state values of

viscosity for the various cases.

From Equations (E.55), (E.60), (E.63), and (E.64), we have
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Substituting Eq. (E.65) into Eq. (E.55) and simplifying, the following expression for

the stress tensor is obtained
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The xy� component of the stress tensor is written as
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The first term on the RHS of Eq. (E.67) represents the elastic component to the total shear

stress, while the second term represents the viscous or dissipative contribution. Following

a procedure identical to that described in Sec. E.1, the underlined terms are evaluated to

be
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from which the expression for the dimensionless shear viscosity may be obtained as

⌘p(t⇤)
npkBT�H

⌘ �
⌧p,xy

npkBT�H�̇

=

 
1

1 + 2✓

! X

m,n,q

⇧mqLmn⇧nqIq(t⇤) + 2 tr
"
C � 1

1 + 2✓
S
# (E.69)
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In Fig. E.2, the solution given by Eq. (E.69) is compared against BD simulation

data for the preaveraged IV model, obtained by numerically integrating the governing

stochastic di↵erential equation [Eq. (6.47)] and using the stress tensor expression given

by Eq. (E.66), for a variety of internal friction parameters and shear rates. An excellent

agreement is observed between the results obtained using the two approaches.



Appendix F

Stress tensor components at the
inception of simple shear flow

This appendix presents an explanation, using a pedagogical example of a free-draining

Hookean dumbbell with internal viscosity, for the fact that an instantaneous jump at the

inception of shear flow is predicted only in the viscosity, but not in the normal stress

coe�cients.

The stress tensor expression for a free-draining Hookean dumbbell with IV is given

by

⌧p = npkBT� �
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The equilibrium configurational distribution function for a Hookean dumbbell is

given by

 eq(Q) =
 

H
2⇡ kBT

!3/2

exp
"
�1

2
HQ2

#
(F.2)

and is una↵ected by internal friction. The stress tensor components at the inception of

shear flow may be found by evaluating the moments in Eq. (F.1) with respect to the

distribution function given by Eq. (F.2), as follows

hQQieq ⌘
Z

QQ eqdQ =
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!
� (F.3)
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The identity (E.3-5) from Bird et al. (1987b) has been used in evaluating the integral in

Eq. (F.3), while the result given by Eq. (F.4) is taken from Eq. (4.47) of Doi and Edwards
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(1986). Denoting
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*
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(F.5)

it may be shown, using polar spherical coordinates (Manke and Williams, 1988), that, in

shear flow,
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From equations (F.3)—(F.7), and the definitions of the material functions in simple shear

flow [Eq. (2.14) of Chapter 2], it is clear that only the viscosity has a stress jump at the

inception of flow, while the two normal stress coe�cients,  1 and  2, remain jump-free.
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